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ABSTRACT
Dynamic network analysis (DNA) is an emergent field centered on the collection, analysis, understanding and prediction of dynamic relations among various entities such as actors, events and resources and the impact of such dynamics on individual and group behaviour. DNA facilitates reasoning about terrorist groups as complex dynamic networked systems that evolve over time. An interoperable DNA toolchain for collecting data on, assessing the network of, and forecasting changes in that network is presented. The use of these DNA tools to assess a terrorist group is then demonstrated using open source data. Key techniques are demonstrated using a dataset collected on terror networks. Techniques demonstrated include those for identification of an actor’s sphere of influence, emergent leaders, and paths among critical actors, and metrics for assessing the potential immediate and near term impact of various courses of action.

1.0 DYNAMIC NETWORK ANALYSIS
Complex socio-technical systems are furthermore dynamic. The dynamics result from multiple change processes such as natural evolutionary processes including learning, birth and aging as well as intervention processes such as altering the set of individuals who lead a system. Data on these systems is often incomplete, replete with errors, and difficult to collect, which further complicates the understanding and evaluation of these groups which can be extremely large. Traditional analysis approaches, such as Social Network Analysis (SNA) (Wasserman and Faust, 1994), forensic science (Saferstein, 2001) and link analysis (Thelwall, 2004), are limited in their ability to handle data the type of multi-plex, multi-mode, large-scale dynamic data that are needed to characterize terror networks. Consequently, tools that go beyond traditional SNA and link analysis are needed.

In response to these needs, a new sub-field, Dynamic Network Analysis (DNA), has emerged (Carley, 2003). In a DNA approach, computational techniques, such as machine learning and artificial intelligence, are combined social network analytic and link analytic techniques to provide an approach to assessing multi-mode, multi-plex dynamic large-scale systems under varying levels of uncertainty. Dynamic network analysis (DNA) facilitates the collection, analysis, understanding and prediction of dynamic relations among diverse entities and the impact of such dynamics on individual and group behaviour.

2.0 DNA TOOLCHAIN
The integrated CASOS dynamic network analysis toolkit is an interoperable set of scalable software tools. These tools form a toolchain that facilitates the dynamic extraction, analysis, visualization and reasoning about key actors, hidden groups, vulnerabilities and changes multi-mode multi-plex dynamic networks, such as those formed by terror networks. This toolchain enables analysts to move from raw texts to meta-networks to the identification of patterns in networks to analysis of possible effects of alternative courses of action designed to disrupt or contain these networks. This is
accomplished by using tools for text mining, statistical network analysis and computer simulation. Secondary tools such as those for web-scraping, visualization, database management and data editing provide support capabilities. This toolchain is illustrated in Figure 1. Using this toolchain the kinds of questions that can be addressed by the analyst include:

- Who to target (vulnerabilities)
- What groups or individuals stand out
- How to influence
- Are there important connections among actors or groups
- What is the “health” of the organization
- Where might there be missing data
- How different are two groups – or two sources – or the same group at two different times
- What is the immediate and near term impact of various courses of action

![Figure 1: Toolchain for Dynamic Network Analysis](image)

### 3.0 APPLICATION TO TERROR NETWORKS

Thousands of open source documents, such as newspaper accounts were scraped and then processed with AutoMap to create a database of information on the actors, organizations, resources, events, and locations. The resultant data was then analyzed with ORA. The network that emerges shows a decidedly cellular structure with 5-12 members per cell. Drill-down visualizations on this structure reveal the changing roles of key actors. Over time results show a decrease in the density and communication levels in the terror network but an increase in its congruence. This suggests a movement to a more distributed and more efficient organizational form, possibly with larger cells. Course of action evaluation shows that removal of highly central actors in the communication network will be less effective than removal of key emergent leaders, even though from a purely visualization stand-point the central actors would be thought to be more critical.
4.0 SUMMARY

Network oriented toolchains facilitate better analysis by reducing the time spent in repetitive tasks where little analyst insight is needed. To further support the analyst, however, additional effort needs to be invested in building parsers between the various databases, enabling automated data collection, and identifying common analyses and providing those in a single automated report. With this in mind, it is critical that future generations of DNA tools take into account factors such as the confidence in the data, automated estimates of robustness, data-farming, and tools for user-in-the-loop data testing.

The approach used herein affords analysts with greater analytical power and facilitates assessing large, dynamic and complex socio-technical systems such as terror networks. By taking into account not the networks among people and organizations as well as their relations with resources, knowledge, events, and locations etc., insights into diverse behaviours are gained. If we look only at the social network then the focus of attention is on hierarchies, communication and other social relations. The addition of events and locations facilitates course of action analysis and enables linkage to various strategic planning tools. The over-arching meta-network approach used in DNA has the promise of enabling effects based operation in areas as diverse as diplomacy, information, military and the economy to be assessed in a relational context.

5.0 REFERENCES


ABSTRACT

VISUALIZING CYBERSPACE

by

Colonel (retired) Randy Alward, CF

The ‘Information Age’, which in my view we are just entering, has forever changed how we live, work and exercise military force. Futurists, like Toffler, foretell of a revolution like the Industrial Revolution of the 17th century, the Information Revolution. It is characterized by an exponential growth in information and knowledge in all fields of human endeavour; by paradigm changes in social and economic activity, by a transformation of our militaries to small, highly mobile, informed, surgical like strike teams. The underpinnings of this ‘Information Age’ are computers, networks, software and immediate access to relevant information. How do we manage and maintain the health of these underpinnings?

A former American Vice President, Al Gore, characterized these underpinnings as ‘the Information Highway’. A Canadian science fiction writer, William Gibson, coined the phrase ‘Cyberspace’. We have a new infrastructure, an environment that needs to be maintained and protected. I will present a case for viewing this infrastructure as a battlespace, not unlike land, air and sea, over which we need to exercise ‘Command and Control’. This new space is ‘Cyberspace’.

Command and Control is the means by which we implement decisions. Consider the decision cycle of ‘observe, orient, decide and act’. Visualization is the means by which we observe and understand. How do we visualize Cyberspace effectively; the network, the flow of information, the exercise of control? This is a primary domain of your working group and of this particular workshop.

As a former Commander responsible for Information Security, and guiding related research and development, for the Canadian Department of National Defence and Canadian Forces, I hope to provoke thought and discussion with my views on exercising Command and Control in Cyberspace, including how we should observe the network. I will outline current network operational capabilities and discuss what is needed to understand the network. I will also comment on current development and research activities that support this understanding.

24 April 06
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Grant Vandenberghe
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1. ABSTRACT

A well-drawn computer network diagram tells a story. When the information is well organized the structure and relationships contained therein can be conveyed at a glance. System administrators use network diagrams as a basis for documenting, planning, and controlling computer networks. The user-friendly presentation of network information for a reasonably sized enterprise computer network involves a considerable degree of complexity. Defence R&D Canada has been developing the ability to automatically generate network diagrams that are relatively easy to interpret. A study was done which compared a series of automatic layout algorithms to understand their strengths and weaknesses, leading to the development of an improved layout algorithm to address shortcomings.

There is more than one way to present the information on a computer network diagram. In general, most network diagrams are based on either a physical or logical frame of reference. Although both frames of reference are implemented, this presentation will only discuss the layout of logical computer network diagrams. When considering logical diagrams it is frequently desirable to only consider a fraction of the complete network. Presenting information on thousands of network devices simultaneously creates a picture for an administrator or analyst that is difficult to interpret and leads to confusion.

To summarize the network content, a series of hierarchal abstractions called visualization levels is employed. A series of layout algorithms is then applied to both the highest visualization level and the children of each summary element (called an expanse). The final result of each individual layout operation is a mini-diagram or "patch". These patches are sewn together to form customized network diagrams. Eventually such a system should be able to support the recombination of multiple layout algorithms into a single network diagram.

There are many types of layout algorithms described in the open literature. Some algorithms are more suited than others for producing computer network diagrams. In order to answer the question of which algorithms are best suited, a benchmark criterion was established. A survey of existing computer diagrams was conducted to compare the similarities and differences between manual and automatic drawings. A list of sixteen characteristics was established describing the qualities of a good network drawing.

Using the evaluation criterion as a base, six standard layout approaches were applied to the layout of a small corporate network. These existing algorithms performed well but fell short in a number of areas in terms of network presentation. To compensate for the inadequacies, two custom algorithms were devised which were specifically tuned to the layout issues surrounding the layout of computer network drawings.

The XY Control System algorithm is intended for computer networks that are best represented using force or energy directed layout models. The technique uses a set of five linear and nonlinear controllers that have been isolated in the X and Y directions. The XY algorithm offers a stronger grid-like appearance than other existing force directed models. Samples of the results from the best existing algorithm is shown in Figure 1 while the results from the XY controller for the same graph are shown in Figure 2.
The Voting algorithm is intended for networks that can be represented by sparsely connected hierarchal directed graphs. The algorithm "combs" through the graph hierarchy splitting the network up into a series of vertical threads. The algorithm then proceeds to sequence the threads to minimize edge crossings. There can be multiple vertices present along the length of each thread. To sequence the vertices in the thread a unique four factor voting process is used. Finally groups of nodes that are clustered around a single device are placed using a detailed rectangular grid placement algorithm. The algorithm produces good results because it tries to simplify a problem before solving and because it uses multiple decision criteria in place of one for critical layout decisions. A sample of the results obtained from the voting algorithm is shown in Figure 3.

The overall layout algorithm has been integrated into a visualization tool that is part of a computer traffic exploration tool for network security. A demonstration of the visualization component of the tool is available to interested parties.
Figure 3 Voting Algorithm
KDD\(^1\) - Overcoming massive data streams for intelligence tasks

Actually very interesting IT systems promise to reveal connections between apparently harmless and unrelated information pieces. An article from the New York Times in February 2006\(^2\) makes clear that common data mining techniques were not successful in general. Despite huge investments, correlating data from different sources did not yield satisfactory results. Transforming low-level data by aggregation to meaningful events is nevertheless the key to building the basis for succeeding decisions in the context of situation reports.

More realistic and manageable is an approach that includes interactions with the user along with domain specific knowledge. Gaining security relevant messages should be based on an iterative multi-level process. This process represents the core element of intelligence analysis systems which play an important role for supporting decisions in management information systems\(^3\).

The following example illustrates the principal automated process for discovering communication structures in the context of radio reconnaissance: A crucial part of this process is the analysis and visualisation of communication structures, or more generally, of network information. This should be embedded in spatio-temporal data analysis with geo-oriented data access and the integration of domain-specific analysis functions.

The intelligent analysis of radio emission data is based on data mining techniques, cluster visualisations to validate the results, a model based communication detection (including domain-specific knowledge) and the visualisation of communications. The following use case of a simple simplex communication clarifies the problems and the applied methods. Module coupling is realised by a distributed architecture. Given are a huge amount of radio emissions which are arbitrarily distributed. Each emission is described by the attributes ID, frequency, modulation type, starting time, end time, latitude and longitude. It has to be considered that the data quality of single emissions depends on propagation conditions. Because these can vary, it can happen that single emissions or attributes are missing or on the other hand different classification level information are available. Furthermore, with a broadband collection of emissions the amount of information is extremely large and requires massive data handling which can not be processed in main memory.

**Use-Case Simplex-Communication**

The use case is looking for a simplex communication chain with two stationary partners – a central station and a substation. Both are using the same constant nominal frequency and the same transmission mode. The partners are communicating alternating one after the other. The problem lies

\(^1\) Knowledge Discovery in Databases
in the amount of possible communication structure instances. Although the communication can be easily described in an informal way it is necessary to find an exact, formal specification in order to perform a computer-supported analysis. It should not be realised by a specific static algorithm but should be interactively and exploratively changeable by the user. The core concept includes the following steps:

(a) Data Mining
During the first step emissions are assigned to clusters. These subsume emissions concerning the spatial, temporal or frequency criteria. In this way significant data reduction is achieved. By spatial clustering special emitter station could be determined. Besides when processing of extremely huge data amounts the main problem to solve is how to choose the best method and parameters.

(b) Cluster Visualisation
The next step serves the validation of the data mining results and already provides a possibility to manually discover communication structures by the user relying on the presented visualisation, for example the presentation of spatial clusters. Emission can appear as single instances or as temporal ordered parts of a cluster. It is difficult to visualise the emissions and clusters clearly arranged in order to focus on the actual interesting data. Additionally different attributes have to be integrated.

(c) Model based communication detection
Computing communication structures from clusters is the next step. This is done by using typical communication models. A domain specific modelling language provides the possibility to represent the communication models. By this language the simplex communication can be formally specified. The model distinguishes between connection constitution and alternating communications.

The connection constitution consists of three emissions: the central station is sending, the substation replies. The alternating sequence consists of emissions of the central and the sub station. All emissions occur with the same frequency and modulation type. The distance between the emissions is flexible by a delay parameter. A graphical notation of such a model is illustrated by the two adjoining pictures.

(d) Visualisation of discovered communications
This step provides a presentation of the discovered communications and allows by this a validation of the model based communication detection. It has to deal with many composite events. A simple textual visualisation does not meet the needs. The graphical visualisation offers a better overview and manifold interaction possibilities.

The emitters are on the spatial level, time is the third dimension. The connection lines indicate the communications.

Overcoming massive data streams for intelligence tasks is a challenge which should involve the analysis process with a seamless data access and the intelligence analyst. The acceptance of the
results depends on the possibility to validate the results. The sustainability of results has to be guaranteed by flexible extension of actual domain specific analysis methods.
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In the area of Intelligence, Surveillance & Reconnaissance (ISR) the identification, analysis, visualisation and evaluation of contextual relations contained in acquired messages are of particular importance. The deployment of improved sensor technologies and the utilisation of innovative sources like the world wide web result in a high but also sophisticated message accumulation. These continuously increasing quantity and variety of information require extensively automated but also transparent support for the analysts. He has to be assisted in recognizing and analysing relevant information and interrelations from a comprehensive inventory of acquired and stored single messages. The support should cover, on the one hand, a nearly entirely automated identification and, on the other hand, an ergonomically designed visualisation of discovered relations and relation objects. An important aspect is the transparency of the automated processes since an entire automation is not conceivable due to incomplete, contradictory and incorrect messages. Subject of this contribution is a concept describing the procedure from acquiring a message, identifying and extracting relevant information up to the visualisation of contained conceptual relations. Several prototypes/tools have been developed for realizing and demonstrating the proceeding [1].

Basis is the “J2-database mission” (DBEins [2]). It is used for structured acquisition, processing and evaluation of J2-messages from conflict and operational areas. It contains tools for making documents available to participating services in a continuous information network within a command and control information system. Various document types are managed according to a common concept covering the complete spectrum from free text to formatted messages.

The messages archived in the DBEins are automatically analysed by an information extraction tool [3]. The tool-box GATE is used as the development environment [4]. It operates on accumulated text indcuded in English. It allows to combine tools for information retrieval, information extraction or machine translation. It contains three logical components: a database for storing information about text, a graphical user interface for monitoring the processes on data as well as inspection and evaluation of results and a collection of algorithms and data interacting with the database and the user interface. This tool provides predefined transducers for recognising varying English proper names and English verbal phrases a gazetteer, a POS-Tagger, etc.. For the social data analysis this tool is used to recognise and to categorise names (of people) and to identify their relations.

Since network-like structures are to be presented graphical elements like graphs, nodes and edges are suggested for visualisation purposes. Each node symbolizes a person. The undirected edge between two nodes/persons represents the message where both persons are mentioned or the kind of relation respectively (an example network is depicted in Figure 1). Multiple edges indicate how often these persons appear together in messages.

A prototype has been developed using visualisation libraries of Tom Saywer Inc. for representation, editing and automatic layout of graphs called experimental graph creation and representation.
xGErDA [5]. The bidirectional linkage between xGErDa and the DBEins allows access to the original messages coming from the relationship network.

Graphs comprised of a multiplicity of nodes and edges might quickly become voluminous and complex so that they cannot be presented completely and clearly laid out at the screen. Layout algorithms are used to arrange graphical elements according to certain criteria and consequently can lead to an easier understanding of big complex graphs. Depending on the task on hand one algorithm might be superior than another. xGErDa provides various algorithms for the layout of graphs. Furthermore algorithms for network analysis have been integrated and can be used by the evaluator. An optimized search function simplifies the locating of targeting objects in large networks. The human machine interface of xGErDa is bilingual (German and English) in order to be used in international operations (e.g. it will be used during the international Coalition Warrior Interoperability Demonstration (CWID) in 2006 in Lillehammer, NOR).

In the future it has to be analysed how a (optimal) layout algorithm can be determined automatically according to a given network and which further ergonomic functionalities might be useful for the analyst. This presentation will show the path from receiving a message, storing it, analysing it, extracting information up to representing relations of objects (people, infrastructure, vehicles, etc.) and the functionalities of the visualisation tool xGErDa. Furthermore, possibilities are discussed how semantical context might be visualized in the network.
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1. NEED FOR A REFERENCE FRAMEWORK FOR NETWORK VISUALISATION

Representations of networks come in a great variety of forms, each designed to show off some aspect of the network, and each based on the thoughts and intuitions of some designer. Some two hundred very different examples produced for a wide range of applications are illustrated at the "Visual Complexity" Web site.

Networks have many different properties that the user might find important for the purpose of the moment, and many different approaches have been taken to creating representations that support the users ability to visualise these properties. Clearly, the designer of one representation will have been influenced by having seen earlier ones, but there is no obvious way for someone who wants to design a representation supporting a particular application to generalize from earlier examples to the new case, unless the kind of network and the needs of the user are clearly analogous in the two situations.

The intention of any representation is to aid the human to visualise some aspect of the thing represented. The computer presents the data in some form, perhaps pictorial, perhaps not. Based on that presentation and his or her background memory and skill, the human user, as one of the routes to understanding the data, visualises its implications. The computer's presentation of the data is an aid to the user's visualisation, not its content. The content of the visualisation incorporates not only the data displayed by the computer, but also the user's memory and imagination. This important point is often lost in the design of displays that are designed to show as much of the data as is reasonably possible, including things the user might be expected to know already.

The user has some purpose in wanting the data to be displayed. Perhaps the purpose is no more than idle curiosity, but more commonly it is in support of some task of the moment. At any particular moment, the user's purpose probably does not require very much of the available data to be presented, but whatever data are presented must have context, whether it be supplied in the presentation or by the user's memory and imagination.
The objective of a Reference Framework is to provide a guide to assist generalization from one situation to another, and perhaps to assist in both the design process and the evaluation of a completed design. A good Reference Framework should also assist a user to determine whether some particular software is likely to be useful for a particular purpose, and to guide the selection of the most useful out of a collection of visualisation system.

At the Spring meeting in 2005, IST-059/RTG-025 initiated a Working Group to investigate the possibility of developing a Reference Framework for Network Visualisation. A preliminary report was presented at the Autumn meeting of 2005. This is a further status report that delineates some of the issues that must be addressed. It does not present a finished Reference Framework for Network Visualisation.

1.1 Other Approaches to a Reference Framework

Card et al. [Card, S. K, Mackinley, J. D., Shneideman, B, in Readings in information visualization: Using vision to think. Morgan Kaufmann Publishers, Inc. San Francisco, 1999] define a general reference model for information visualization. They show schematically in the model the flow from raw data to the visualization component as well as the various manipulations that are possible to change the visual representation of the data.

![Diagram of Reference Structure for Visualization](image)

In this reference model raw networked data can be stored in various repositories, i.e. any useful format. Data transformation maps raw data into a characteristic format, e.g. into data tables which are a relational description of data perhaps extended to include meta data. In the case of networked information this could, for example, be a topic map. The data tables are transformed by the visual mapping into a visual structure that combines the spatial substrates, marks and graphical properties. Views are then created by specifying the graphical parameters, e.g. position, scaling, viewing angle of the data etc. User interaction controls the parameters of these transformations.

In the case of information visualization of a network, the most commonly used mapping is to represent the network structure using nodes and arcs. While an arcs and nodes structure is often logical, it poses several problems. For example, overview of the entire network can be difficult and searching a large network can be difficult or even infeasible. Furthermore, the user may not be interested in the network structure, as such, but in some properties such as clustering or temporal dynamics, which the "point and arc" representation does not address.
2. STARTING POINTS

The Working Group began its work with a Strawman document that was discussed and revised at the Spring 2005 meeting of IST-059/RTG-025. That document took as starting points several different concepts developed under the aegis of IST-059/RTG-025 and its predecessors. The generic VisTG Reference Model and the taxonomies and mappings of Data Types and Display Types were all published in the so-called "HAT Report" (Visualisation of Massive Military Data Sets: Human Factors, Applications, and Technologies, NATO RTO-TR-030) the Final Report of IST-013/RTG-002. Yet another starting point is the draft set of Properties of networks produced by one of the syndicate working groups at the 2004 Toronto Workshop, IST-043/RWS-006. These, and other subsequently introduced starting points will be developed together as part of the process of constructing a Reference Framework for Network Visualisation.

2.1 VisTG Reference Model

The VisTG Reference Model for visualisation was developed in 1996 by a predecessor of IST-059/RTG-025, as a generic framework within which any question of representation for display could be addressed. Although it was developed before the Card et.al. model, it rationalizes aspects of that model that are confounded in the representation of Figure 1.

The VisTG Reference Model for Visualisation is based around the fundamental concept that all display is to support some purpose of the user, and is not simply contingent on the data that must be displayed. The same data may be displayed in an indefinite range of ways, depending on what the user wants to do. This point is worth emphasising, since many approaches to data display seem to start with the notion that there is a certain set of data, and the data themselves determine a best form of display. The VisTG Reference Model starts from the position that this common assumption is simply false.

The basic structure of the VisTG Reference Model consists of three nested sets of feedback loops, each usually drawn as one "thick" loop. An outer set of loops (drawn as a single loop) links the user's purpose to the data: the user requires certain data to support the purpose, and the computer supplies those data. However, the connections between the user's purpose and the data cannot be done telepathically, so a middle set of feedback loops connects the user's visualisation of the data with "engines" in the computer that extract the relevant data and manipulate it into forms suited for presentation to the user. (These, of course, are the two central stages of the later Card et.al structure). The user communicates with those engines to control the extraction, manipulation, and presentation. Again, those communications cannot occur telepathically. They are performed through the innermost loop, which consists of the presentation and input hardware systems with their supporting software.

Each of the three sets of feedback loops is potentially complex, consisting of many independent or interacting simple pathways, but each individual simple loop contributes to the design or analysis of a visualisation system through a set of six or seven questions, which boil down to the question of whether the user is able to perceive from the computer what is needed at the moment, and whether the user has the means to influence what the computer presents so that it does provide what is needed. These simple, and perhaps self-evident, requirements for any visualisation system provide a skeleton on which the specifics of a particular application build the flesh.
2.2 Local and Global Network Properties

A Local property of a network is a property that can be attributed to a single node or to a single link (including the mechanisms that make the connections in the initiating and receiving nodes). Examples of local properties might include the bandwidth of a cable carrying message packets (a link), the likelihood that an infected person will exhibit symptoms of a disease (a node), the directivity of a link, the distribution of delay times between the receipt of traffic and its consequence on emitted traffic (a node), or the functions that transform incoming to outgoing traffic (a node). Over the network, such local properties may be attributed to any or all links and nodes. The distribution over the nodes and links is a global property of the network or of a subnet.

A Global property cannot be attributed to a single node or link, but involves at least two nodes and the link between them or two links and a node to which they both connect. Most of the interesting mathematical properties of a network, such as the density of connections or whether it contains cycles, are global.

2.2.1 Broadcast and Stigmergic Networks

When a network is drawn as a set of nodes and links, the hidden implication is that traffic that originates at a node will be received by the node at the other end of the link. For two kinds of network, broadcast and stigmergic, this is true only in retrospect. In a broadcast or a stigmergic network, existence of a link is determined retrospectively, by the fact that a node did in fact receive traffic that originated at another node.

A node may broadcast its traffic, and any of a large number of other nodes may have the capability of receiving it, but only a (possibly null) subset of those potential recipients actually receive the traffic. If the traffic is not received when it is sent, it is not thereafter available to be received. The traffic is transient. The classic example is of a radio transmitter, but examples occur in many fields. A broadcast network is one in which some or all of the links are broadcast.

A stigmergic network depends on a related effect that occurs when a node acts so as to alter some facet of the embedding field (see below) of the network, in such a way that the alteration may later be detected by one or more nodes. One classic example occurs when a vehicle drives along a muddy road, leaving a rut that induces later traffic to follow the same rut; the earliest published example was of the pheromone trails left by ants foraging for food, trails which guide other ants toward profitable locations and away from unprofitable ones. Another example might be the transmission of disease through infective agents left on surfaces such as door knobs or drinking vessels. This phenomenon is called "Stigmergy". A stigmergic network is one in which some or all of the nodes act in a stigmergic manner.

The feature common to broadcast and stigmergic networks is that the recipient of the traffic is not known a priori. Nor is it known whether a particular element of traffic emitted by a node will be received at all, or if it is, by how many recipients. The dynamics of broadcast and stigmergic networks are therefore stochastic rather than deterministic.

Broadcast and stigmergic networks differ in the same way that an electrical signal differs from its time integral. In a broadcast network, the traffic is ephemeral, existing only when the "wavefront" of its transmission reaches each potential recipient node, whereas in a stigmergic network, the traffic, once emitted, retains its effect over time and may be received by different other nodes at different later times. Stigmergic traffic may, however, decay or be erased or overlain by later traffic from the same or other nodes, as might happen if a grader came along and removed the ruts on the once-muddy road.

2.3 Mathematical Aspects of Networks

Crisp networks (those in which nodes and links either exist or do not exist) have been well studied over the year, and there is much literature on their mathematical properties.

It is possible to take any set of sub-units that interact with one another and define a suitable network to represent such a system [Caldarelli, G., The structure of biological and social systems, The Mathematics of
Networks, SIAM News, Volume 37, Number 3, April 2004]. Graph theory has been used to analyze the mathematical properties of many such networks. In Erdos and Renyi's Random Graph Theory, it is assumed that each pair of vertices (or nodes) in their network model is connected with probability $P$, which results in a structure whose number of connections (or edges) per vertex follows a binomial distribution. In most real-world networks, however, the number of edges per vertex decays at much lower rates than in the random graphs. Such real networks are termed scale free.

A scale free network is characterized by a few highly connected nodes that link the rest of the nodes to the system. This characteristic can be explained by the observation that the number of vertices in naturally evolving real-world structures tends to grow constantly, but new vertices tend link to the system through existing vertices that already have large numbers of edges per vertex. This kind of growth and preferential attachment produce a scale-free network. In some cases the scale-free property of the network can be due to the intrinsic variety and randomness of the different vertices.

Real-life networks, however, are not always so cleanly defined.

2.3.1 Fuzzy versus Crisp Nodes and Links

Networks are often shown in print and on computer screens as nodes that are represented by dots, connected by links that are shown as lines. Nodes A and B either are or are not connected by a link. This either-or, "yes-no", dichotomy is called "crisp". Things are different in the real world that interests us. There, the status of a link or a node may not be crisp. It might be fuzzy. Whether it is crisp or fuzzy, and the membership of a possible connection in the class "link" if it is fuzzy, may depend on the intentions of the user of the network as much as on the physical structure being represented. Consideration of networks as fuzzy shows promise as a way to link the properties of the network to the visualisation needs of the user.

Consider a road network as an example. We can define towns as nodes (and ignore for the moment the fuzziness of the status of hamlets or rural service stops). Also we can define that two towns are linked by road if a traveller can get from one to another along the road network without passing through a third town. To make this concrete, if there are four towns, A, B, C, and D, arranged in a square, and straight roads connect the corner towns A D and B C, with a crossroad in the middle of the square, then every pair of towns is linked, not just the diagonally opposed ones. If there were a fifth town, E, at the crossroad, then no pair of the original four would be linked, but all four would be linked to E.

In the foregoing, the role of "the traveller" is overlooked, and it should not be. Whether two towns are linked by particular roads depends very much on the use to which a user wants to put them. Take two extreme examples: (1) a logistics officer who needs to transport large volumes of heavy traffic quickly between A and B, and (2) a hiker who wants to walk pleasantly between A and B. If A and B are linked only by a footpath, there is no link for the logistics officer, but a very good link for the hiker; if, however, they are connected only by a 6-lane expressway, there is no link for the hiker but a good link for the logistics officer. The apparent network that should be represented in any display is different in the two cases.

The interesting situation is the case in which A and B are connected by a two-lane highway. In this case, the logistics officer might consider there to be a link, but not a very good one, and so might the hiker. This situation is best represented by asserting that the road has a fuzzy membership in the class "link", and that the degree of membership depends on the user's intentions for the network. This membership function therefore ought to be importantly represented in any display of the network for that user at that time. It is, in a way, shown on conventional road maps, in that expressways are shown differently from two-lane highways, gravel roads, and footpaths, and scenic roads are marked with green. (Topographic Maps are discussed in [http://www.physicalgeography.net/fundamentals/2d.html](http://www.physicalgeography.net/fundamentals/2d.html), and various road symbols are shown in [http://www.ordnancesurvey.co.uk/oswebsite/education/pdf/25knewEGMlegend.pdf](http://www.ordnancesurvey.co.uk/oswebsite/education/pdf/25knewEGMlegend.pdf).) To provide this variegated
symbology is probably about as well as can be done if the map maker does not know whether the user will be
driving with intent to go fast, driving with interest in scenery, or will be hiking. But there are more possibilities
than those for what the user might want of the road link. For instance, travel time might be of interest to both
the hiker and the logistics officer, but their actual time expectations would be very different, and hard to enter
on a map without inducing unwanted visual clutter.

Returning to the four-towns example, it seems clear that the notion of a "node" ought to be fuzzy, too. Consider
the possibility that a town grows up around the crossroad (town E). If the roads are 6-lane expressways, the
growth of the town increases traffic in its region of the expressway, thereby reducing the quality of the link for
the logistics officer. Likewise, if the roads are footpaths, the quality of the link for the hiker might at first be
improved (offering refreshments at the newly built pub) and then deteriorate, until as town E grows, it might
present a block for the hiker wanting to go from A to C. At that stage, the hiker sees no link between A and C,
but there are links between A and E and between C and E.

The connection between A and C does not lose its membership in the class "link" all at once. It does so
smoothly over time, while the memberships of AE and EC (which use the same physical roads) increase their
memberships in the class. There is a stage in the development of the five-town array when the connections AE,
EC, and AC all have memberships between 0 and 1 in the class "link." In the definition, therefore, the notion of
"passing through a third town" also is fuzzy. An entity has a fuzzy membership in the class "node". As Town E
grows from a crossroads pub to an industrial powerhouse, its membership in "Node" increases from zero to
unity, and indeed, as the town grows, it could split into several nodes, the split itself being fuzzy.

Networks being representations of relationships, the same argument can be extended to apply to many different
kinds of physical and conceptual networks. Both the relationships and the entities that may be related can be
fuzzy, and that fuzziness may well depend on the momentary interests of the user. For example, an intelligence
analysis seeking potential terrorists by examining patterns of communication may be better served by a display
that shows the likely degree of influence of one person on another than by one that shows crisply whether they
communicated.

2.3.2 Fuzzy Chains and Cycles

In a crisp network, if there is a link between nodes A and B, and another between B and C, a path exists along
the chain between A and C. The situation is less clear if the network is fuzzy. Suppose the connections between
A and B, and between B and C have respective memberships of 0.4 and 0.8 in the class "link", what is the
membership of the path between A and C in the class "chain"? It may depend on the user's requirements.

One possibility for the membership of a path in the class "chain" is that it is the minimum of the memberships
of the individual connections in the class "link". In the foregoing example, the path A-B-C would have a
membership of 0.4 in the class "chain". Another possibility would be that the path would have a membership in
"Chain" equal to the average of the connector memberships in the class "link". The first approach follows the
idea that a chain is a strong as its weakest link, and would be suitable if the link membership had to do with its
pasability for traffic, whereas the second might be more appropriate if the link membership were related to the
time it might take traffic to pass and the question interesting the user were the time to traverse the path.

2.4 Embedding Fields

The mathematical analysis of a network or graph considers it to be an abstract object with a certain pattern of
edges and vertices that have no properties other than being edges and vertices. The networks that people
ordinarily want to visualise are abstractions from the real world, such as roads, friendships, packet traffic
among computers, infection contacts. The mathematical properties of abstract networks apply to these
representational networks, but there is much more to be said about the representational networks than about the
abstract graphs. Roads have load limits, traffic volume capacities, and speed limits, none of which apply to an
edge in the abstract graph that symbolizes the road connections, although even in a crisp network, the concept
of link length or strength may be used.
A real network exists in some supporting context. A road network exists in a landscape; the World-Wide Web is based on a packet-switched network that is itself based on computers that run the TCP-IP protocols; a network of social contacts is supported by geographic proximity and communication possibilities; an infective network is the same, without the communication support, but with the addition of infective vectors (e.g. insects, birds). This kind of supporting context for a network can be encapsulated in the concept of an "Embedding field".

An embedding field is often a physical substrate for a network, as in the examples above but it need not be. One can generate a network of the syntactic relations among the words of a text or a speech, for which the embedding field is not the marks on the paper or the vibrations in the air, but the conceptual identities of the words. The words provide the embedding field for the syntactic network.

The same embedding field can support more than one network. The words of a discourse can be linked not only into a syntactic network, but also into a semantic network that not only omits many of the function words, but also has links between words too far separated for them to have any syntactic connection whatever. Likewise, the same landscape can be an embedding field for a road network and for a network of river drainage or for a network of vegetation-prey-predator relations in an ecology.

### 2.4.1 Embedding and Inheritance

Embedding fields can be hierarchically related quite analogously to the hierarchic relations of the inheritance structure of software objects. Properties and processes that belong to a parent are likely to be inherited by the child, whether the child be a software object or an embedded network. Consider a wired computer network. A network of wires is (trivially) embedded in the geographic 3-space of the world; a network of TCP/IP-capable computers is embedded in the wired network but is not identical to it, since some of the connected computers may not be running the TCP-IP protocols; a message-passing network is embedded in the network of TCP/IP-capable computers; the World-Wide Web is embedded in the message-passing network, and also embedded in the message-passing network are many networks of users who communicate frequently to each other by e-mail.

For software objects, each level of inheritance builds on the capabilities and may loosen the restrictions defined by the parent; for embedding fields restriction loosening does not happen, though capability enhancement does. A packet-switched network cannot transmit packets faster than is allowed by the bandwidth of the underlying hardware. What embedding does is to rearrange the elements of the embedding field, to correlate them and thereby to reduce the inherent information-theoretic capacity of the embedding field while enhancing the specificity of the child with respect to the parent. This enhancement provides additional capabilities to the child that were not properties of the parent.

### 2.4.2 Embedding field for display

The concept of an embedding field applies not only to the networks themselves, but also to the displays on which they may be represented. Mapping between the hierarchy of embedding fields of the display and those of the network to be displayed can suggest useful methods of displaying the properties of interest to the user.

For example, the hardware of a computer screen permits every pixel to vary over the whole gamut of colour 30 times per second. That very large potential information rate is unusable by humans, who rely on spatial and temporal correlations to make sense of the world. Treating the display surface as an embedding field, a 3-D representation may use temporal correlation (changes of apparent viewpoint), spatial correlation (objects spanning more than one pixel), spatial correlation again (fading of "distant" objects, and so forth. The display of objects in 3-D is embedded in the computer screen display. A display of a network using blobs connected by lines specializes the more general correlations, further restricting the possibilities for display variation, but at the same time enhancing the human's ability to make sense of what is displayed.
The concept of embedding, at least when applied to display, leads naturally to an information-theoretic analysis of the display possibilities and limitations. The same information-theoretic analyses may be applicable both to the networks being displayed and to the abilities of the human to make sense of the display.

When the specificity of a display is well matched to the background knowledge and the physiological capability of the human, the information transmission through the display about the thing displayed is optimized. When the embedding of the thing displayed corresponds to the human's conceptual understanding of the embedding field (e.g. the human understands what "packet switching" means), the human's understanding of the embedded network is optimum. When both conditions hold, the display is "transparent" or "natural".

2.4.3 Dimensionality of Embedding Field

An embedding field may have any dimensionality, from zero upwards. If the embedding field for a network has dimensionality zero, the links of a network cannot be within it. They must be entirely conceptual, having no physical representation. Two examples of this situation can be given on the same zero-dimension embedding field, a continuous piece of text. The words of this text form nodes in a syntactic network that relates their formal dependencies. The syntactic links among the words have rich properties, but those properties are entirely conceptual, having no representation within the text itself. A second, quite independent network with this same embedding field is the network of semantic relationships among the words. Whereas the syntactic network includes all the words, and most of the links are between words nearby in the text, the semantic network omits many function words (such as "the" and "and"), and has long-distance links that can relate words many pages apart in the text. The words may have physical dimension as marks on paper or sounds in air, but they have zero dimension considered simply as nodes of the syntactic or semantic networks.

If the whole network is physically embodied, it must have an embedding field of dimensionality greater than zero, in order to accommodate the links. In that case, the properties of the network are constrained by the properties of the embedding field, as, for example, the rate of message passing along a wire connection is constrained by the bandwidth of the communication link over the wire.

2.5 Dynamical Behaviour

2.5.1 Traffic Dynamics and Network Dynamics

The dynamics of networks has two distinct aspect: the dynamical evolution of network structure, and the dynamical behaviour of traffic on a network of given structure. Of course, the dynamics of traffic on a network of variable structure may be of considerable interest, too, but each aspect needs to be addressed as a problem of its own. Traffic dynamics is of primary interest when considering the problems of detecting intrusions in computer networks, or of analyzing road traffic patterns, whereas the changing structure of a network may be of equal interest in counter-terrorist intelligence applications, or considering the construction or widening of roads.

2.5.2 Traffic dynamics and loop behaviour

Traffic dynamics depends not only on external traffic sources but also on the feedback loops implicit in the network. A feedback loop exists when an event that propagates from one location in the network has an effect later back at the same point in the network. If the return effect augments the influence of the initiating event, the loop has "positive feedback", whereas if the returned effect diminishes the effect of the initial event, the loop shows "negative feedback." Networks that contain positive feedback loops are ordinarily unstable in the absence of nonlinearities that dampen the influence of extreme values. Loops with positive feedback will ordinarily show behaviour that becomes exponentially more extreme, whereas loops with negative feedback will tend to stabilize.

The detailed behaviour of a network depends on the particulars of its components and its structure, in particular the time-delays imposed by its nodes and links, the external influences that inject events at certain points in the network (such as the advent of new traffic onto a road network), and the effects of non-linearities. Even quite
simple networks with nonlinearities may exhibit a variety of distinct behaviours with attractors that range from fixed-point, through oscillators of different lengths, to fully strange (chaotic); such a network may sometimes be switched among these modes simply by the injection of traffic at critical moments.

Most networks that have nonlinearities are liable to display chaotic behaviour under suitable conditions. These considerations are quite important in social networks, in which positive feedback can come from opinions disseminated by one person that influence the the opinions of others, whose opinions then return to influence the first person. Sometimes such feedback loops in social networks engender outbreaks of dangerous mob behaviour that can result in great destruction.

### 2.6 Information Theoretic aspects

The information-theoretic aspects of networks, of network dynamics, of embedding inheritance, and of displays for network visualisation by humans are likely to be important, but have not yet been addressed by the Working Group. We keep the headings as place-holders.

#### 2.6.1 Network Dynamics and Display as an Information-theoretic Issue

Bjørke, at the Toronto Workshop (IST-043/RWS-007), presented an information-theory based approach to the display of uncluttered road network maps. This work will form part of this section.

### 2.7 Taxonomies of Data and Display types

The Final Report of IST-013/RTG-002 (*Visualisation of Massive Military Data Sets: Human Factors, Applications, and Technologies*, NATO RTO-TR-030, known as the HAT Report) provided a taxonomy of data types, reproduced in Table 1 from Table 3.1 of the report.
This taxonomy identifies six characteristics of data, each of which may take on different kinds of value. The particular values for different attributes often affects the choice of ways to display the data. For example, if the data has symbolic values, it will probably be best displayed in some way involving symbols, whereas if its values are analogue, graphs or continuum displays may be more appropriate. Likewise, streamed data often implies a different kind of display than static data, if only because streaming carries the implication that a significant event may occur at any moment, and the user should be able to detect the occurrence of the event when it happens. In connection with networks, the topology of a network is likely to be static within the time frame of the analysis, but traffic on the network is more likely to be streamed, which suggests that a different kind of display might be suited for analyzing network structure as opposed to network traffic.

<table>
<thead>
<tr>
<th>Acquisition</th>
<th>Streamed</th>
<th>regular</th>
<th>sporadic</th>
<th>Static</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sources</td>
<td>Single</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Multiple</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Choice</td>
<td>User-selected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Externally imposed</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Identification</td>
<td>Located</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Labelled</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Values</td>
<td>Analogue</td>
<td>scalar</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>vector</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Categoric (classic)</td>
<td>symbolic</td>
<td>linguistic</td>
<td>non-linguistic</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>non-symbolic</td>
<td>linguistic</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>non-linguistic</td>
</tr>
<tr>
<td></td>
<td>Categoric (fuzzy)</td>
<td>symbolic (non-linguistic)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>non-symbolic (non-linguistic)</td>
<td></td>
</tr>
<tr>
<td>Interrelations</td>
<td>User-structured</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Source-structured</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The HAT Report (RTO-TR-030) considered a taxonomy of display types, shown in the Table (Table 3.2 of the HAT Report).

<table>
<thead>
<tr>
<th>Table 3. Summary of Display Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>Display Timing</td>
</tr>
<tr>
<td>static</td>
</tr>
<tr>
<td>dynamic</td>
</tr>
<tr>
<td>Data Selection</td>
</tr>
<tr>
<td>User-selected</td>
</tr>
<tr>
<td>Algorithmically directed</td>
</tr>
<tr>
<td>Data Placement</td>
</tr>
<tr>
<td>Located</td>
</tr>
<tr>
<td>Labelled</td>
</tr>
<tr>
<td>Data Values</td>
</tr>
<tr>
<td>Analogue</td>
</tr>
<tr>
<td>scalar</td>
</tr>
<tr>
<td>vector</td>
</tr>
<tr>
<td>Categoric</td>
</tr>
<tr>
<td>linguistic</td>
</tr>
<tr>
<td>non-linguistic</td>
</tr>
</tbody>
</table>

Some of the data types map naturally onto the display types. For example, symbolic linguistic data may well be displayed in a categoric linguistic manner, such as text or tables. The HAT Report listed a few of these natural mappings, as shown in Table 2 (Table 3.3 of the HAT Report).
Table 4. Some examples of mapping data types onto display types

<table>
<thead>
<tr>
<th>Data type</th>
<th>Display type</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Streamed</td>
<td>Dynamic</td>
<td>The user ordinarily wants to act when some event occurs</td>
</tr>
<tr>
<td>Located 2-D</td>
<td>Located</td>
<td>The display is a 2-D or 3-D map of some attribute(s) of the data. If the location identification of the data are in higher dimensional spaces, there is no such natural mapping. Tricks must be used.</td>
</tr>
<tr>
<td>Located 3-D</td>
<td>Located</td>
<td></td>
</tr>
<tr>
<td>Labelled</td>
<td>Labelled</td>
<td>The display is likely to be tabular, or some kind of a graph such as a histogram or pie chart</td>
</tr>
<tr>
<td>Analogue scalar</td>
<td>Analogue scalar</td>
<td>Even if the data are identified by label, its analogue values map naturally to analogue display variables such as the length of a line or the brightness of a pixel.</td>
</tr>
<tr>
<td>Analogue vector</td>
<td>Analogue vector</td>
<td>A 2-D attribute can be mapped onto an area display, a line with length and orientation, a colour hue, a sound location, a sound intensity and pitch, and so forth, all analogue vector attributes of the display. A 3-D attribute can similarly be mapped into a volumetric display. Higher dimensional analogue attributes can be displayed, but the mapping is less obviously &quot;natural.&quot;</td>
</tr>
<tr>
<td>Categoric</td>
<td>Categoric</td>
<td>Categoric data values have no natural relation to analogue display values, and must be displayed categorically. The categoric display attributes may or may not map &quot;naturally&quot; onto the categoric data attributes. This kind of mapping is usually considered to be &quot;cognitive metaphor.&quot;</td>
</tr>
</tbody>
</table>

3. SUMMARY: BRINGING THE THREADS TOGETHER

One of the uses of a Framework is to help designers and users of displays to ask the right questions before settling on a design or evaluating the usefulness of a design already created. The first thing that must be determined when designing or evaluating a display, for a network or for anything else, is to ask what the user's purpose is in wanting the display. What is it about the network that, if visualised by the user, will help realize that purpose? Only after that question is answered can the value of any particular method of representing the network be even considered. Accordingly, the Framework should commence with a suitable way to ask that question.

The VisTG Reference Model offers a structured representation in which the user's requirements for visualising the data, the user's requirements for control of the display, and the interface itself are interdependently considered. For any particular usage, such as the visualisation of networks, the VisTG Reference Model must be specialized, and that is what the Reference Framework for Network Visualisation is intended to do.

Networks have properties that are independent of the user's visualisation requirements. Some of these properties relate to the structure of the network, some to individual elements, and some to the traffic on the network. In the abstract, a network may be only a collection of nodes, some of which are connected by links, but in the real world nodes may act as transformers, have delays and probabilistic behaviour, and may even be fuzzy in the sense that an entity may only poorly be what the user might think of as a node or a link. Links have traffic limitations, offer probabilistically variable transit times for traffic from the originating node to the receiving
node, and may be fuzzy in the same sense that nodes may be fuzzy. The degree to which an entity in the real world being represented satisfies the user's criterion for "node" or "link" will depend on the user's purposes. What is a node or a link for one user at one moment may not be one at all for another user at another time.

The notion of "fuzzy" links and nodes offers a potential connection between the mathematical world of the abstract network, the world of real networks (whether their existence is conceptual as in a social network, or overtly physical as in a wired computer network), and the user's requirements. The status of a potential connection as a "link" depends on the use to which it will be put. A normal telephone line is capable of transmitting gigabytes of data, but does it only slowly. A person interested only in interactive conversation may see this as a perfect link (membership 1.0 in the class "link") while someone interested in transmitting high-definition movies would consider it not a link at all (membership 0.0 in the class "link"). Between these, might be a person interested in occasionally transmitting moderate size files, which the connection will accommodate, though slowly. For that user, the connection might have a membership 0.5 in the class "link". The same person might have all of these requirements, at different time. So, the membership function of a connection in the class "link" depends largely on the user's requirements of the moment, and may vary over time. Similar considerations apply to the class "node".

The importance of the foregoing is that it implies that although a network may have well-defined physical properties, those properties are insufficient to determine its properties from the viewpoint of a person who has specific interests in the network. This has always been known, but consideration of the fuzzy idiosyncratic properties of the network elements may permit a mathematical approach to describing the requirements for displays that aid the user's visualisation.

Networks in the real world exist in a context. They are supported by, and are affected by their context, to which we give the name "embedding field". Displays also can be treated as being supported by and existing in the context of embedding fields. Embedding fields have an inheritance hierarchy analogous to the inheritance hierarchy of software objects, but unlike the inheritance of software, the inheritance of embedment is restricted by information-theoretic considerations. Information-theoretic considerations apply also to the interpretation of displays by humans. The implication is that the concepts of embedding fields, like those of fuzzy representation, may find a useful place in the development of a Reference Framework for Network Visualisation.

We have suggested some of the issues that need to be considered in developing a Reference Framework for Network Visualisation, without presenting such a framework. We hope that collaborative work over the lifetime of IST-059 will allow us to construct a framework that will be valuable to future developers and users of network visualisation products.
Characterisation and Showcasing of Network Visualisation Approaches for Command and Control
(Extended Abstract)

ABSTRACT

Network Visualisation technologies are becoming relevant in Command and Control environments to help cope with the increased complexity of defence operations. A significant number of Network Visualisation technologies are currently available so the choice of a particular approach to support specific C2 tasks can be difficult. This paper describes an approach for characterising Network Visualisation tools in terms of domains of use, what they describe and how they present information using a reference model for visualisation. The paper also introduces a novel distributed system, named Imago, which supports the characterisation, discovery, showcasing, and evaluation of Information Visualisation approaches. We argue that the methods proposed in this paper could aid the process of selecting and deploying Network Visualisation tools for Command and Control activities.

1.0 INTRODUCTION

In the ever more complex world of networked and asymmetric military operations, command staff needs to rapidly assimilate and understand a vast range of additional information including social and communication networks, resupply and logistics, belligerents profiling, etc. One would imagine that, given the vast array of visualisation approaches that have been developed and the critical and complex nature of defence operations, military decision-makers would be the early adopters of such technologies. Yet, relatively few command support applications use Information Visualisation approaches, in particular Network Visualisation approaches.

In recent years, surveys of Information and Network Visualisation technologies have been performed (e.g., Bouchard [1], Herman et al [7]), identifying over 70 different products, to facilitate the discovery of Network Visualisation technologies. However, most of these surveys are functionality based. This makes it difficult to identify technologies to support specific contexts of use. Also, limited support can be offered from these surveys for evaluating and transitioning various approaches.

Instead of using a taxonomy of Information Visualisation technologies such as provided by Card et al [3], the Information Visualisation Action Group (AG3) of The Technical Cooperation Program (TTCP) developed a reference model (cf. [5, 6]) for visualisation (RM-Vis) to characterise and showcase visualisation approaches. The use of a reference model such as RM-Vis allows the rapid identification of relevant approaches for particular activities, as well as providing support for evaluation and transitioning of the approaches in operational environments.
This paper first introduces the TTCP RM-Vis reference model and describes how it has been used for characterising network visualisations technologies in terms of domains of use, the descriptive aspects (i.e. what they describe) and the approaches that they use for presenting the information. We discuss our experiences in using these approaches for the development and use of a system called C2NetVis which characterises and showcases network visualisation technologies. The contexts of use and descriptive aspects of network visualisation approaches used in Command and Control environments are provided.

Finally this paper discusses how we are extending on the work done by TTCP as part of Project Imago. This project is developing a web-based distributed environment that can be used to collaboratively define, prototype, evaluate, and transition visualisation approaches for C2.

2.0 REFERENCE MODEL FOR VISUALISATION

The TTCP Action Group on Information Visualisation developed a Reference Model framework (cf. [6]) for the application of Visualisation approaches (RM-Vis), which defined to support the characterisation, identification and showcasing of visualisation approaches in the C3I domain. This framework has been used to characterise visualisation solutions in terms of their context of use, the representation and presentation techniques used, and key features of tool support provided such as types of user interactions and deployment support.

The RM-Vis has three key dimensions:

- **The Domain Context** is a model that defines the focus for the application of visualisation approaches i.e. where visualisation approaches will be applied, who will be supported, and why the approaches are needed.

- **Descriptive Aspects** (DA) define what needs to be described for particular domain contexts. For example, DAs could be defined in terms of the various elements (or things) that are of importance, the relationships between those elements and particular attributes that describe the elements and relationships.

- **The Visualisation Approach** dimension defines how the required information can be provided through computer-based visualisation. Approaches are characterised in terms of the visual representations used (e.g. graphs, charts, maps), visual enhancements (e.g. use of overlays, distortion, animation), interaction (direct manipulation, drag and drop, haptic techniques etc), and deployment which includes the computing environment (display devices, COTS software) and advanced deployment techniques such as intelligent user support and enterprise integration.

In parallel to the development of the reference model, the members of AG-3 created three instantiations of a database containing views referencing the model. C3I-Vis, MIL-Vis, and G-Vis were created to characterise and showcase visualisation approaches in the C3I, Military, and general domains. This paper discusses how these approaches have been used in the development and use of a system called C2NetVis which characterises and showcases network visualisation technologies.

3.0 USE OF NETWORK VISUALISATION FOR COMMAND AND CONTROL

Using Network Analysis techniques, especially Social Network Analysis, has become increasingly relevant approaches in recent years, particularly with the advent of Network Enabled Operations and the current focus on counter-terrorism. The battlespace is becoming more and more networked. Intel analysts are using these techniques to depict relationships among people and their behavioural activities (eg. travel, banking, phone
calls, transfer of illicit material) to unearth suspicious behaviours and prevent unfortunate events. The same techniques are used to prosecute orchestrators of terrorist events, as described in Bouchard [2]. These graphs of relationships are often shared among staff officers and commanders for decision-making and situational awareness.

Social Network Analysis (SNA) is the most commonly used Network Analysis technique in Command and Control. SNA consists of representing people in graphs with their formal or informal relationships. Dekker [4] presents many applications of SNA in a C4ISR context, such as delays analysis and identifying best routes in logistics operations. Similarly, Network Analysis techniques are used in urban operations to identify shortest paths, safest paths, centre of gravities, vulnerabilities, and so on.

As with decision-makers in other enterprises, defence command staff require information to support activities related to planning, analysis, and synchronised action. This information includes aspects such as the disposition and status of force elements such as ships, planes, and people.

Most of the tasks involved in creating these graphs of networked entities are manual but sometimes automated or semi-automated algorithms are used to extract information from unstructured documents.

The list of potential uses of network analysis and visualisation approaches in a C2 context is extensive. These techniques can be used to provide new insights into complex arrangements which are represented in graphs showing various entities, their attributes, and relationships. Since there are a large number of available network visualisation approaches available, it becomes time-consuming to identify an approach that is appropriate to a particular domain context, user, and representing the appropriate information. In order to address that problem, the following section presents a characterisation of network visualisation approaches to help the discovery and evaluation of network visualisation approaches.

4.0 CHARACTERISATION OF NETWORK VISUALISATION APPROACHES

A fourth instantiation of the reference model database has been developed, called C2NetVis, to contain Network Visualisation approaches for the Command and Control domain context. The first step was to describe Network Visualisation approaches in term of the reference model. The reference model consists of a hierarchy of domain contexts and descriptive aspects. Characterising a Network Visualisation approach in term of the reference model requires selecting attributes from the hierarchy. As an example, an approach could have the characteristics shown in Table 1.
The database has been populated with products surveyed from different studies and characterised using the framework. This C2NetVis database may then be used to identify and showcase Network Visualisation approaches relevant to a particular context and also to evaluate the relevance in this context.

Even though scientists and analysts may populate and navigate the C2NetVis database itself, and similarly the other three database instantiations, the main interest in the database is the collaboration among many individuals to share approaches, evaluations, and for showcasing purposes. As the number of users and operations on the database increases it becomes difficult to synchronise remotely located instances. An ideal configuration would consist of a unique database instance shared by many users, distributed over an enterprise bus. The project Imago has been designed to address this issue.

### 5.0 FUTURE WORK

Project Imago is a project being lead by the Defence Science and Technology Organisation (DSTO) to support the development, evaluation and transitioning of Information Visualisation approaches to support of military Command and Control (C2). Imago is a distributed environment that can be used to rapidly prototype, evaluate, and transition visualisation approaches for C2. The platform will provide a means of integrating and sharing the output of visualisation tools, storing, accessing and managing showcase examples of visual representations via an underlying reference model, and providing access to underlying data sources provided through simulation, representative data, and/or operational data.

Using the C2NetVis as a reference model and its related database, the Imago system might then be used to characterise, showcase, and evaluate Network Visualisation approaches for the Command and Control domain.
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Scalable HAIPE Discovery
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EXTENDED ABSTRACT

With the recent advent of IP-based encryption and the introduction of High Assurance Internet Protocol Encryption (HAIPE), the transition to IP encrypted networks has begun in earnest. Legacy encryption using link level encryption operates below the IP layer and has no impact on issues such as peer discovery or routing. However one pair of encryptors is needed for every communication link and all communications and network equipment has to be managed by cleared personnel within appropriately protected facilities. Use of IP encryption permits the possibility of using commercial network services and significantly reduces the number as well as the total cost of these encryption devices. It also allows for statistically multiplexing different types of traffic at different classification levels, making better use of available bandwidth.

However, with those advantages, some new services are needed to regain network transparency in the presence of IP encryption. The first of these services (and the subject of this paper) is a peer discovery function that is scalable to global levels. In addition to discovery, it is also important that segmented (red) enclaves (as part of a “striped” environment) also know how to route packets to their ultimate destination within their own interior gateway protocol (IGP) domain. This is important since segmented red enclaves may be part of the same autonomous system (AS) but may be unable to participate in the IGP without deliberate (and sometimes inefficient) measures (such as tunneling). There are many reasons why “segmentation” may occur: use of a commercial satellite link, traversing from one secure facility to another on a base network, operating over a radio frequency network, and so on. Each of these network segments need to be secured (in this case, via IP encryption, which causes the segments to exist). The term “striped” in this context refers to traversing from a red (or classified) network to a black (or unclassified) network to a red network in a multiple concatenated fashion (i.e., red-black-red-black-red ...). The boundary between red and black sides is assumed to be protected via a HAIPE device. As we transition from a single (link level encrypted) red network (our current legacy environment) to a potentially segmented (IP level encrypted) striped network, the peer discovery problem becomes complex. The basic question needing to be answered is “how does one find the ciphertext or black IP address of the fronting IP encryptor that ‘sits in front of’ the destination workstation that I am trying to reach?” This information is needed to establish the proper security association (SA) between the associated IP encryptors. Now extend this scenario such that the data packet must transition from a red to black to red to black to red networks (i.e., the striped network) prior to reaching its destination.

The discovery mechanism was first addressed by examining the discovery process through a single black “cloud” and extended to a “striped” environment. Version 3 of the High Assurance Internet Protocol Encryption Interoperability Specification (HAIPE IS) is used as a foundation capability throughout this paper. In v3, a Routing Information Protocol (RIPv2 or RIPng) capability has been added to permit the HAIPE device to “discover” the networks that it protects (passive RIP participation). This alleviates the need to manually enter the network prefixes protected by this HAIPE device. Upon retrieving these prefixes, the HAIPE device can register (another v3 function) with a local Peer Enclave Discovery (PED) server (of which an experimental prototype has been developed at MITRE). Each PED server can “manage” approximately 10,000 networks (and possibly more). A HAIPE device could be fronting for one workstation or 200+ prefixes (the number of networks typically in a medium size military base). The sizing for the PED server is a function of the quantity of prefix/HAIPE associations, the frequency of queries being serviced (i.e., rate of queries – one per new security association or SA), and frequency of change (prefix additions or losses as a result of changes or unit mobility).
The PED server, as currently prototyped and performance tested, supports a group of HAIPE devices collectively fronting as many as 10,000 networks (per server). There are no assumptions with regards to address ranges being serviced by a given PED server, i.e., no address summarization is required at the HAIPE (enclave) level. Each PED server will, in turn, register its set of prefixes to one or more Referral Servers (similar to the .com or .org level in DNS terms). These Referral servers (RS) will “own” some percentage (say 10% to 20%) of the total IP address space (currently, implying 5 to 10 servers total on a global scale – not counting redundancy and server mirroring). The allocation of prefixes to server can either be manually managed based on performance monitoring or dynamically balanced. A single Referral server (not counting backups or mirror sites) holds peer discovery information for a given prefix (organized along prefix groupings). The HAIPE devices keep sync with their PED server which, in turn, keeps sync with their Referral servers. In this respect, the model more closely resembles reverse DNS rather than regular DNS. Each PED server will register with its corresponding Referral server the fact that “it knows about” a given IP address range (prefix). The PED server also summarizes this information to further minimize the volume of data being sent. The actual number (of Referral Servers) would be a function of administrative control and performance. A single Root Server would keep track of all Referral Servers and permit dynamic management as well as other potential discovery services. The local PED server is also being designed in 2006 to support local peer-to-peer discovery without access to a Referral or Root server – to support mobile units that can “come together” dynamically even when no “reachback” communication is available.

While outside the scope of this paper, this project is exploring other “black core” issues such as implementing QoS without “advertising” DiffServ values, full support for multicast routing, supporting traffic engineered “paths” that meet minimum protection attributes (quality of protection), anonymous routing for hiding source and destination IP addresses of HAIPE devices, different types of “red gateway” concepts (for computer network defense or performance enhancing proxy support), and other security related mitigation concepts.

We believe our approach provides a realistic way to use planned (version 3) HAIPE devices in a true scalable networked environment while addressing many of the issues that IP encryption introduces. These concepts will work for any IP encrypted network including IPSEC-based networks. From a performance viewpoint, our design exhibits enhanced DNS-like behaviour with three queries (maximum) for initial conditions (estimated time <300 ms including “typical” latency) for a global access model (currently being confirmed in lab testing and simulation analysis). Conventional caching techniques makes discovery virtually transparent (except at start up). From a scalability viewpoint, the design is globally scalable to many millions of networks. The hierarchical architecture permits growth from one to three tiers in a top down or bottom up fashion (and permits “disjointed” evolution similar to “real world” DNS implementation). Our approach keeps HAIPE and PED/Referral/Root server design simple, extensible, and scalable (with near zero configuration requirements). The PED, Referral, and Root servers have been prototyped at MITRE and are currently undergoing testing and scalability analysis. A HAIPE (ver. 3.0) emulator has been developed and tested with the discovery service with full striped network support. We are also studying deployment concepts of DNS as a possible model for HAIPE discovery deployment. The simple design is highly survivable due to its distributed architecture (based on lessons learned from DNS implementation). Finally, the design takes special consideration for mobility and permits rapid updates to take place on a global level.
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INTRODUCTION

This paper discusses a new approach to answering Requests for Information (RFIs) from military commanders, intelligence analysts, individual soldiers and others received by reach-back information and intelligence collection repositories. This new approach avoids the previous ideals of either searching out a set of a thousand documents or building one large all-encompassing ontology and instead embraces the concept of custom ontologies based on each user's query and returns to that user a concise and organized knowledge set along with visualizations that invite exploration and facilitate assimilation.

1.0 PREVIOUS APPROACHES TO RFI RESPONSE AND KNOWLEDGE DISSEMINATION

When searching a large corpus of free text documents for just the right information, the first thing many try is to do a web-type search using a search engine such as Google, Alta Vista, or other such document search and retrieval algorithm. These search engines are queried with a short word string that is terse by necessity and therefore fairly general in concept. The simplest of these searches are based on scoring functions and return an ordered stack of documents that have a certain percent match to the query. The result is a set of one hundred to ten thousand or more documents that match the query to some degree and may or may not contain the specific type of information the user seeks. This satisfies the need to believe that we have taken in all available information on a topic, but forces the user to spend time paging through each document in the hopes of finding the dozen or so kernels of knowledge, and associated relationships that they seek. Essentially, the user is performing information extraction in their heads on every document that may contain the targeted information. The time-consuming nature of this process has led to another method at the other end of the spectrum.

Instead of extracting information document by document in the users head, an alternate is to pre-extract all possible information from all possible documents related to a subject or set of subjects and form a large-scale ontology to house the information and relationships. This approach was exemplified in the Cyc research project that began in 1984. This project and others continue to evolve into ever larger editions of large-scale living ontologies [1].

Although this approach returns more precise information, the problem with this approach is that the ontology must grow and be constantly modified to allow for new concepts and to update old ones. This leads to a number of problems from size to manageability, ease of use and others.

2.0 CUSTOM ONTOLOGIES AND THE URBAN WARFARE ANALYSIS CENTER

At the beginning of a recent project, we were forced to choose which method would be the basis of our technical approach. Dissatisfied with both extremes, a middle ground was devised. Building on the idea of information fusion for common operational understanding [2], the concept of custom user ontologies was derived and detailed. At the cornerstone of the concept is the idea of creating a populated ontology complete with entities, relationships and appropriate visualizations for each user and each query. The initial absurdity of the idea may seem to be rooted in the perceived onslaught of ontologies that would result, or the potentially long wait time required to search a large corpus for the specific entities and relations. While it is true that many
ontologies will result, each one is small. For any one user, a single query is looking for relatively little information: events in a certain location over the last month, the social network of a person in a photograph, new techniques for new tactical situations, and so on. The user craves not the drink from an informational fire hose yielded by the above methods, but a small bowl of concise knowledge that answers their curiosity of the moment. The issue of computability time can be solved in a number of ways from converting documents to text only, removing filler words, etc.

The concept of custom ontologies is the basis for the Urban Warfare Analysis Center (UWAC). The challenge is to provide situational awareness, not by a snapshot in time, but as a continual understanding by the Warfighter of his environment, the players in it and how it is changing. The process is as follows. Users submit a Request for Information (RFI) to the UWAC analysts by phone or email or via the UWAC website. Users submit requests in their own words...in their own natural language. The UWAC Analyst then enters the query into the system, and oversees the software as it builds the custom ontology and initiates information extraction based on that ontology. Carnegie Mellon University’s AutoMap and Ora software tools [3,4], integrated with organic UWAC algorithmic components perform the search space reduction, ontology construction and information extraction necessary to make custom user ontologies a reality.

Given the types of information in the ontology, appropriate visualizations of the ontology and its contents are rendered. Visualizations may be GIS or 3D landscapes, timelines or timelines blended with GIS, or architectural views of the ontology itself. Interactive visualizations that feed off of the rendered ontology are posted to a web page for the user to view and manipulate.

The relevance of this method to social network and other network analysis is of particular importance. When analyzing a social network for person X, more than a tree of associate persons is required. Users will likely need information about the events, groups, people and locations at what times associated with that person and those with which they are associated. Such an expanded social network may reveal far more about a person or social network, than would a people-only network.
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Real-Time Extraction of Course Track Networks in Confined Waters as Decision Support for Vessel Navigation in 3-D Nautical Chart

Thomas Porathe, Information design, Dep. of Innovation, Design and Product Development, Mälardalen University, Sweden

Extended abstract

In presentations at the 2002 and 2004 workshops, “Massive Military Data Fusion and Visualization: Users Talk with Developers” (IST-036/RWS-005), in Halden, Norway, and “Visualisation and the Common Operational Picture” (IST-043/RWS-006) in Toronto, Canada, a decision support system for nautical navigation was suggested. [1] [2]

From an information design point of view, the 3-D chart aims at reducing the cognitive workload of the navigator by presenting map information in a more effective way. This is done with the help of three methods: the bridge perspective, No-Go Area polygons and the road metaphor.

The bridge perspective allows the map data base to be presented in an egocentric 3-D “natural view” of the world surrounding the ship. The dynamic No-Go area polygons, colors water too shallow for the vessel at the current tidal level thus dividing the water area in a free and a forbidden area. Finally the road metaphor uses red and green “carpets” to present a network of traffic separated sea ways to the navigator.

The suggested sea ways visualises the existing navigational channel infrastructure. These are drawn by maritime authorities based on existing and preferred patterns of sea transportation. In a military context they could be alternative routes plotted with other objectives in mind. Common for both is that they are defined for a minimum draft of some kind based on some specific water-level. This means that for a particular vessel (with a draft deeper or shallower than the general case) on a particular point in time (with a water-level different from the specified) the possible track alternatives might differ. In deep water on the open sea this will be of minor importance as there is always a free set of possibilities. But in the confined waters of a complicated archipelago like the Scandinavian, the situation will be entirely different.

The factor that is determining the possibility to travel in a certain area will be the depth of the water. Improving bathymetrical sensing techniques will in the future lead to better resolution of underwater databases. By using the 3-D technique described in [1] a dynamic high resolution depth curve can be produced in real time. A detailed knowledge of depth, the own ships draught and the water level will safely open new tracks in the archipelago; this will be of particular importance for military units trying to avoid detection from different types of sensors or navigating autonomous.

The decision support system can help the navigator by suggesting different alternative routs to a given goal. The dynamic No-Go area polygon transposes a given region into free and forbidden areas. By making a geometrical computation from the present position to a given destination point the system can suggest different routes to the goal. The alternatives can be computed based on preferences such as shortest route, most weather protected route given wind speed and direction, most sheltered rout from a stealth and radar detection point of view based on the height of surrounding islands or under water topography, etc.
After deciding on which track to follow the track can be presented as for example a white carpet in front of the vessel and dynamically attached to the vessel so that if an evasive maneuver is made the track will compensate for the maneuver and continue to show the way from the new position.

For the less experienced civilian leisure domain such way finding guidance can be of great interest.
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Abstract

A fundamental paradox exists in information fusion. The paradox is that information analysts are drowning in a sea of data but unable to obtain the knowledge that they need to address difficult problems. This has often been referred to as the data overload dilemma or more recently framed “cogmenutia fragmentosa”. On one hand, an unprecedented capability exists to collect data via distributed sensors, commercial information providers, human sources, or Internet resources. Smart micro-scale sensors, wireless communications, and global Internet accessible resources enable the entire earth to be a potential information resource. Such information is available literally at the fingertips of the analysts. However, the wealth of data has not produced a commensurate improvement in analyst abilities. Analysts are literally swamped with data. They have a wide variety of choices to make as to what is useful and usable, given the context of what they are trying to understand.

This paper describes a three-pronged approach to improve information understanding including; (1) use of 3-D visualization and interaction techniques, (2) role-playing gaming (RPG) concepts, and (3) use of team-based intelligent advisory agents (cyber-advisors). The environment promotes rapid development and evaluation of hypotheses regarding evolving complex situations in an environment in which enormous amounts of data and information are available, but for which there is no clear mapping between observables and underlying threat conditions or activities. Use of advanced visualization techniques and gaming concepts assist in focusing the analysts’ attention and promotes an interactive, creative analysis process in which hypotheses are formulated, evaluated, criticized, modified, and changed. The use of gaming techniques leverages the skills of new analysts, already experienced in gaming technologies.

For the application of crisis management and related applications, we have developed cognitive models (using a knowledge elicitation approach on experienced analysts), implemented software prototypes to demonstrate the concepts, and evaluated the effectiveness of the tools and techniques using human subjects in a living laboratory environment. The living laboratory environment links observations of analysts working in real environments, to development of cognitive models using a formal knowledge elicitation approach, and development and evaluation of prototype tools. The tools are tested in a simulation environment using teams of human subjects to quantitatively evaluate the effectiveness of the tools. A special laboratory environment and simulation tool (neoCITIES) is used for the evaluation. The implementation of these tools leverages several special laboratory facilities including: a synthetic environment applications laboratory containing a full immersion, 3-dimensional visualization facility, a laboratory for intelligent agents, and the user science and engineering laboratory. In addition gaming tools and visualization creation tools are used from our real-time aesthetics and experience laboratory.
This paper will introduce these three main concepts, describe examples of implemented prototypes and simulations, and present preliminary results.
Open Networks: Generalized Multi-Sensor Characterization
Alan N. Steinberg
CUBRC, Inc.

This paper presents a novel method for characterizing the performance of information sources as necessary for data fusion and coordination in a net-centric environment. The concept, called Open Networks, explicitly estimates the performance, trustworthiness and allegiance of agents as a part of the general multi-sensor/multi-target state estimation process. The information network is construed as unbounded; with node agents having various degrees – and possibly time-varying degrees – of allegiance, common purpose, cooperativeness, information fidelity, controllability, etc. Agents share information with friends, foes and innocent bystanders alike, with varying degrees of cooperativeness and openness.

The approach builds on our recent work in developing systems for Situation and Threat Assessment. The work involves developing the theoretical and ontological foundations to enable the representation and recognition of relationships and of threat situations. Such applications require the system to exploit a wide range of evidence and a wide range of entity and aggregate behavior models. This is certainly the case in the many situations of interest that involve estimating and predicting human individual and group behavior.

This concept extends the notion of a Service-Oriented Architecture to include cases of partial and conditional cooperation. It extends the notion of Network-Centric Operations to include partially and conditionally participating agents; and, indeed, to non-cooperative information sources. It extends the conventional NCW notion of “power to the edge” to include networks without edges.

A sensor system’s characterization includes a random vector of bias terms to include – besides the usual platform and sensor state terms – terms for state estimation by the sensor system (e.g. target classification, composition, location, activity, capability, or intent estimation).

The estimation and prediction of states of targets and other external entities, as well of one’s own platform, its sensors and other system, is a single problem, amenable to a unified self-consistent solution. The evaluation of the system’s models of the characteristics and behavior of all of these external and organic entities is likewise a component of the single problem of estimating the actual world state.

The problem of characterizing information sources is present even in systems that have been designed and integrated as a unit. The problem is made more difficult when the performance of information sources cannot be assumed. This is the case in network-centric operations, in which calibration and registration are not easily performed.

It is even more the case when the cooperation or common purpose of information sources cannot be assured; e.g. when sources are agents with varying degrees of autonomy, raising the possibility of private agendas. The same factors can affect the estimation and controllability of assets having some degree of autonomy. Cases extend to the use of non-cooperating agents; e.g. enemy radars that “report” to our ELINT systems who and where they are; generally with no attempt to deceive.

Other cases include purposeful deception, to include such Information Warfare techniques as decoys, deceptive jamming and propaganda.

Finally, there are third-party agents – e.g. commercial news sources, reference texts, and the like – that may or may not be unbiased.
We formulate the problem as that of simultaneously estimating states of multiple targets and of the values of systematic biases in the information sources that corrupt the reported observables. Constrained problems of this sort have been addressed in the area of multi-sensor/multi-target geolocation.

We denote the entire collection of bias states across all of the collection platforms by a random vector. A multi-dimensional vector of bias terms can include measurement mis-calibration and biases in target state estimation by the sensor system (e.g. target location, velocity, classification, composition, activity, capability or intent estimation).

This is straightforward in the case of continuous reporting elements such as the sensor’s reports of target position and kinematic state. In the case of discrete reporting elements – the sensor’s estimate of target type or activity, for example – an ontology-based vector of semantic can be applied, by which systematic biases can be captured.

Many different measures of similarity or dissimilarity are found in the classification literature. Many such techniques involve describing entities in terms of a set of attributes variables, which generally are assumed to be mutually independent. The problem of selecting a set of attributes and ensuring independence has led to a consideration of classification and attribute semantics. Furthermore, the problem of defining distance on discrete attributes is not particularly easier than on discrete entity classes. This intrinsically requires a consideration of ontological, or semantic, metrics.

It is not necessary that we select unequivocally among such techniques for the present purpose. However, for purposes of design and evaluation, we propose to use the Jiang-Conrath metric, which has been experimentally shown to perform well in comparison with other metrics.
Reduction of complexity: an aspect of network visualization
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Abstract

Introduction
Networks are topological structures composed of nodes and arcs. Often, networks are visualized by point symbols and lines illustrating the nodes and the arcs, respectively. These simple visualization techniques needs to be refined when complex real world phenomenon are to be visualized. For example, how to deal with the possible visual overload of nodes and arcs, or how to illustrate uncertainty or fuzziness in the information. The purpose of the present research is to identify strategies for the visualization of network information.

Several models of visual communication can be set up. Distinction can be made between visual communication and visual exploration. Visual communication deals with how to visualize results of different kinds of analysis, i.e., visualization in the case that the message is well defined. Another view is covered by visual exploration. In this case the message is not well defined and the analysis of structure or detection of important information is left to the map reader, i.e., tools for exploration is addressed.

Review of litterature
Etien et al. (2004) present an approach that combines visual and computational analysis to deal with large volumes of geospatial data. Their approach is based on the application of computational algorithms to extract patterns and relationships in the data. The visual representations are applied to portray the extracted patterns.

Lai et al. (2004) asses the effectiveness of dynamic symbols in cartographic communication. Their experiments confirmed that dynamic symbols tend to attract the attention of users and even in situations when foreground-background contrast were poor. On the question of how many flashing or animated symbols a display could sustain before the flickering became distracting, they conclude that 15 blinking symbols on a single display were acceptable.

Fabrikant et al. (2004) show how spatialization is used to generate an information display of non-spatial data. They point out that information spatialization is inspired by the intuition that spatial displays as maps, charts or diagrams can help to amplify cognition. Spatialization typically rely on dimension reduction techniques and layout algorithms to project relatedness in non-spatial data content onto distance, such that semantically similar documents are placed closer to one another than less similar ones in an information space. Their empirical study suggest that the distance-similarity metaphor applies to network spatializations by equating metric distance along network lines to similarity. They also find that line size, colour value and hue modify the distance-similarity metaphor in subtle yet logical ways.

Perceptual conflicts in the visual representation of networks can be solved by different cartographic generalization operators. Harrie (1999 and 2003) shows how the least squares method can be applied to move
map objects from its original position to a new in order to reduce the amount of visual conflicts. This method is certainly also applicable to the visualization of networks. Højholt (2000) presents a similar displacement algorithm based on the finite element method. In the case that the arcs of the network not are straight lines, but are sinuous, line smoothing techniques can be applied to increase their visual clarity. Different methods can be applied from the simple ones to more sophisticated techniques based on energy minimization (Burghardt 2005), for example. Bjørke and Isaksen (2005) show how information theory can be used to select an optimal number of arcs in a network. The methodology is demonstrated on road networks in Norway.

MacEachern et al. (2005) give a review of visualization of uncertainty in geographical information and identify key research challenges in the field considered. Slocum et al. (2003) developed a tool for a wall-size display to visualize global water balance together with the uncertainties associated with the model. They report that all the participants in their investigations were enamored with the wall-size display, but to prove its effectiveness compared with more traditional displays, needs more investigations. An interesting aspect of their investigation is the observation that decision makers are likely to feel uncomfortable with the notion of uncertainty. This fact implies that we should not merely present uncertainties, but also suggest how to deal with uncertainty.

Plewe (2003) demonstrates how various sources produce uncertainties that are different in their nature and in their appearance. Two types of uncertainty have been recognized, ambiguity and fuzziness (Klir and Wierman 1998, p.105). Ambiguity is an acknowledgement that an observation is only one of many possible measurable values for a phenomenon. In contrast, fuzziness is an inherent characteristic of the phenomenon being observed. Plewe (2003) points out that ambiguity and fuzziness need to be treated as separate for three reasons: (1) those using the data must be able to differentiate them, (2) both types my be present simultaneously, and (3) one type can be transformed into the other type.

Information theory applied to the evaluation of map complexity

A perception study was carried out in order to find the optimal number of coloured depth intervals in seafloor maps. Thirty subjects, approximately, participated in the study. From the study we derived the conditional probabilities that the coloured intervals were misinterpreted. Then the difference between the map entropy and the equivocation was computed. The map with seven colours on the scale from light to dark blue did correspond to the channel capacity. One can ask to which degree this experiment can be generalized to network visualization. Is seven nodes optimal? Probably not in general, since this kind of generalization is to simplistic, but to claim that there is an optimal number of nodes, is sensible. This recognition leads to the emphasis of the concept of hyper-nodes.

Each hyper-node consists of several sub nodes. Say that the optimal number of nodes in a map is $n$. Then, we can imagine a zoom into the nodes so that for each node there are $n$ sub nodes. This gives a zoom in and out of the nodes. This kind of zoom requires that the arcs of the network are grouped into hyper-arcs corresponding to the hyper-nodes. How to derive this structure can follow to principles: (1) the communication view and (2) the exploration view. In the first case the structure is predefined to the user, but in the latter the structure can be generated and manipulated by the map reader.

Conclusion

An interesting application of information theory is in the computation of an optimum number of nodes in a display. A consequence of the optimum number principle, is the confirmation of the principle of reduction of map complexity. An application of this principle leads to the concept of hyper-nodes and hyper-links, i.e., zoom in and out of the network. Distinction between communication and exploration should be done. Visual and computational analysis should be integrated in the analysis of large volumes of nodes and arcs. Dynamic symbols represent a tool to highlight information. Moreover, the distance-similarity metaphor is an interesting concept used in the transformation of the network to the display space.
References

Litterature
Graph glossary can be found at http://www.utm.edu/departments/math/graph/glossary.html or http://www.math.fau.edu/locke/GRAPHTHE.HTM
References to graph theory books can be found at http://www.math.fau.edu/locke/Graphstx.htm
Graph visualization tools can be found at http://www.caida.org/tools/visualization/walrus/ http://www.informatik.uni-bremen.de/uDrawGraph/en/
**Research Methodology to Study the Cognitive Responses to Complex Network Visualization Designs**

**Purpose:**
An evolving problem in intelligence gathering and military situation and threat assessment is the challenge of accessing and ingesting the enormous amount of collected data. The problem is due in part to the rapid increase in sensing capability via national resources, networks of nano and micro-scale sensors (e.g., smart dust), unmanned aerial vehicles (UAVs), utilization of individual soldiers as data collectors and sensors, and utilization of web resources (e.g., open source information). The amount of collected data is increasing rapidly, with little regard to the actual ability to ingest or understand the data. Users are faced with a situation in which they are “drowning in a sea of data” but “thirsting for knowledge”. In addition, multiple analysts may be working on parts of a particular issue and may not have direct interaction or any interaction at all. A traditional view is that automated systems must be developed to process all of the incoming data and somehow abstract or represent the data for human consumption. This concept is illustrated in Figure 1.

![Figure 1: Traditional View of Processing Intelligence Data](image)

In this view, data collected from multiple sources are processed via multiple levels of data fusion (using the Joint Directors of Laboratories model) to provide results to be viewed or analyzed by users. Processing techniques are drawn from statistical estimation; pattern recognition, automated reasoning, and optimization for performing Level-1 through Level-3 fusion (see [1] and [2]).

The interpretation of data by the analyst or decision-makers may be influenced by social and cognitive psychological factors. These factors include heuristics and biases in decision making at the individual level that are below the awareness level of the person, such as confirmation bias and the general inability of humans to make good estimates of probability. Additionally, color psychology suggests that color may have a temporary effect on mood, which suggests that the visualization techniques and tools themselves may effect how people interpret information presented. Finally, social psychological study indicates that people are influenced by the behavior of others around them indicating that a combination of personality and behavioral factors in a meeting-room setting in addition to the other factors described may have a significant impact on decision making and data interpretation.

**Problem Statement:**
Network visualization is a rapidly evolving technique employed to assist in complex data analysis problems and as a decision-making tool. These new techniques, however, require an understanding how of how the human will interpret the data using the network visualization. From the analysts’ perspective, questions regarding the impact of the visualization tool on the analysis process include:
1. How does the use of color impact the comprehension of the presented data?
2. How does the organizational pattern of the network links and nodes impact the analysis?
3. How does the mood of the analyst prior to and after exposure to network visualization impact interpretation of presented data?
4. How does color and organizational pattern of network links effect the analysts interpretation of presented data?

Further from the decision-makers’ perspective, questions regarding the impact of the visualization tool on the decision process include:

1. How does the use of color impact the comprehension of the presented data?
2. How does the organizational pattern of the network links and nodes impact the final decision?
3. How does the mood of the individuals affect the decision-making process?
4. How does the behavior of the presenter influence the final decision and group process?
5. How does the behavior of others present in the meeting influence the final decision?

**Proposed Research Study:**

Phase I: Using a 2 X 3 factorial, within-subjects design, our research team will examine the effects of two classifications of colors (warm and cool) and three types of network organizational formats (hierarchical, radial, and random) on mood and threat assessment. Research participants will simulate an analyst perspective as they will be presented with information at a computer screen individually and asked to make assessments and decisions based on what is presented. Mood and threat assessment will be measured using a questionnaire, Likert scale format for continuous and more objective data.

Phase II: After interpreting and analyzing data gathered from Phase I, the decision-makers’ perspective will be investigated using the same variables and design, color and network organizational format. In order to simulate the decision-makers’ perspective, research participants will engage in a group meeting in which a PowerPoint presentation, a presenter (trained by the research team for consistency and neutrality), and group discussion. After this process, research participants will be measured on mood and threat assessment as in Phase I.

Phase III: In the final phase, our research team will investigate the influence of the presenter on interpretation of data. In a small group, meeting-room environment, research participants will be exposed to two versions of the same presentation, with the same presenter behaving in one of two ways: calm and reasonable or irritable and dramatic. Our research team will train an actor to play the two roles in order to create consistency and to control for variance. The use of deception and a confederate (a trained part of the research team who plays various roles) is common in social psychological study and helps to isolate social variables. After assessment of mood and threat level, research participants will be debriefed appropriately.
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Social network modeling is a relatively new addition to the armament of public health and epidemiology. Network analysis has shown utility in the study of a range of communicable disease outbreaks affecting both health and commerce, including SARS, tuberculosis, syphilis and foot and mouth disease, and may have applications in automated disease surveillance systems.

Although network analysis of disease transmission has been used to analyze outbreaks retrospectively and as they progress, greater utility may be found in prospectively analyzing potential and theoretical disease events and developing intervention options a priori.

One of the greatest strengths of network models is the ability to visually represent complex and heterogeneous distributions of interactions in an intuitively comprehensible and interactive fashion. However, some epidemiologic characteristics related to the host, the disease agent, and the environment are less easy to represent, but should still be considered in theoretical network models. This is especially important when modeling new or emerging diseases with unknown or changing characteristics.

Considerations may be divided into characteristics of the host, the disease agent, and the environment:

♦ The host factor of susceptibility to infectious disease exists on a spectrum which may or may not have definable threshold. Disease susceptibility may be non-modifiable (e.g. genetic, co-morbidities), modifiable (e.g. by immunization or natural sub-clinical infection, lifestyle, such as smoking), or even intermittent in cases of waning immunity in the absence of wild-type disease challenge. Co-factors for disease, where a single infective or toxic agent or genetic predisposition is necessary, but not sufficient to cause disease may also exist.

♦ The pathogenicity of a disease-causing organism also may not remain constant either, independent of changes in host immunity. Evolutionary pressures favor increasing infectiousness and decreasing pathogenicity of an organism with successive passes through a population. “Successful” organisms tend not to kill their hosts. Conversely, genetic shifts and interspecies jumps, such as can occur with influenza, may lead to dramatically more virulent organisms.

♦ Environmental factors may profoundly affect the spread of a disease, regardless of whether the spread is person-to-person, food-borne, water-borne, or by fomites (contaminated objects). Diseases such as malaria or lyme disease are spread by arthropod vectors which have their own habitat and dispersion characteristics. Social network modeling of tuberculosis and sexually transmitted illnesses have shown that a geographic location, rather than a specific individual, may be the critical vertex between infected persons.

Combining network analysis with other public health tools such as traditional epidemiologic statistics and geographic information systems may lead to better characterization of disease events. Some possible implications for network analysis research are as follows:
1. Network analyses of the flow of humans, information, and commerce need to be performed before crises occur and the effects of vertex deletion assessed, with respect to unintentional/accidental breakdowns in infrastructure, criminal and terrorist acts, and interventions by public health authorities to control disease.

2. Network analyses of different aspects of the same issue may yield insight into more appropriate interventions. Thus analyses of both disease spread and utilization of health care or other services may identify optimal intervention points or locations.

3. Continued consideration should be given by the research community to interventions and investigations which mimic the behavior of the disease, especially in cases where network analysis cannot identify appropriate control points. Such interventions are only warranted when the danger of the disease is greater than the risk associated with the intervention, as is the case for oral polio vaccine in endemic countries.

4. Network analyses of disease events should consider the possibility of situations where vertices have different natures (e.g., person, place, time), may appear, disappear or otherwise change (i.e., changes in immunity or susceptibility, presence of disease co-factors), or have intermediaries (e.g., vectors or fomites).

5. Innovative ways to visually represent aspects of disease epidemiology in network models need to be explored.
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ABSTRACT

The SARS outbreak during the spring of 2003 showed that new cases can trigger rapid community and non-social cluster transmission of SARS-CoV. This created substantial health, social and economic consequences. Improved outbreak management requires that case-identification of such diseases must trigger an immediate public health response. Rapid detection and management of cases of diseases such as SARS and their contacts together with the prompt implementation of the appropriate control measures can arrest and contain the transmission and spread of the disease.

Given the likelihood and observed frequency of outbreaks of SARS and other infectious diseases, there is a need to be able to detect, manage and control the disease transmission as early as possible and thus minimise the impact of the outbreaks. Effective public health surveillance can act as an early warning system by detecting microbial, environmental, behavioural, occupational, and other health threats. It can also concentrate resources, focus interventions and facilitate future projections.

The issues and technological solutions for infectious disease management are applicable to Chemical, Biological, Radiological and Nuclear (CBRN) threat domains as well; these share many common factors. This paper aims to discuss the use of and need for visualising the network of interconnected information for situation awareness to assist in taking effective control measures during infectious disease outbreaks.

INTRODUCTION

The outbreak of SARS triggered the current, critical examination of information system. Questions arise regarding the quality, type and availability of critical data. The ability of organisations to generate and communicate information has also come under discussion. The level of preparedness and the ability of the health community to respond to unexpected large or even small events remain topics of concerns.

The relevant information to be managed for disease control can be said to form a Network of Information. That is a large number of different but related or connected items of information from a variety of sources and in a variety of locations or systems.

There is a need for a framework that is able to manage comprehensively and cohesively the network of disease information, provide facilities to analyse the available data and information and communicate the resultant information to relevant bodies so that effective control measures can be defined and implemented to control or contain transmission and spread.

To be fully effective this requires a single network of information that functionally and organisationally integrates all relevant partners across the country.

In summary, the goal of a disease surveillance programme is to be able to monitor and assess disease trends, i.e. provide situation awareness, and use this information to guide prevention and intervention programmes. In addition, to inform public health policy and policy makers and protect confidentiality as well as providing/presenting/visualising the network of information to those who need to know.
SITUATION AWARENESS

Situation awareness is essential for effective decision making.

There are many definitions of situation awareness, different domains and communities define it differently. The following are some definitions:-

“The understanding of the situation gained from the sum total of the relevant information provided to make a correct decision regarding the allocated objectives and/or the desired end state.” [1]

“Situation awareness is the perception of the elements in the environment within a volume of time and space, the comprehension of their meaning, and the projection of their status in the near future.” [2]

Situation awareness has been studied for many years in many domains. In the dangerous environment that is common to:

- Outbreak of infectious disease,
- Chemical, biological, radiological and nuclear threats;
- Emergency;
- Nuclear power;
- Aviation;
- Military and other domains;

there is a requirement to make decisions in high stress environments with significant uncertainty, time pressure and often with lives at stake [3].

In complex environments strong situation awareness can greatly improve the rate and the quality of human decision making.

The results of the situation assessment assist in developing a mental model which represents our situation awareness. This model is a representation of the environment and its expected behaviour. The model is used to provide the conceptual framework for describing, explaining and predicting future system states.

True situation awareness will be made possible by a diverse set of information and telecommunications technologies interoperating in a coordinated fashion. It can only be achieved through major advances in the national health/disease information infrastructure [3].

APPLICATION OF NETWORK VISUALISATION

The above shows that a complex network of data is collected for various purposes and from which it is important that relevant information is extracted, analysed and collated with other information to assist in decision making. Often the information items are dynamic, diverse and can be tightly or loosely correlated, however, together they provide the essential support to make informed decisions, for example, to control the spread of the infectious disease or to halt any CBRN threats. This complex information network presents an information overload to the user/decision maker [4].

Formally, network data refers to items called nodes that have relationships (links) to an arbitrary number of other items/nodes. Nodes and links can have a variable number of attributes.

The attributes and relationships between items can be very complex. The internet, for instance, consists of tens of thousands of servers with numerous possible paths between them. Attempting to understand internet traffic
patterns, peaks and troughs of usage, and alternative paths between nodes by looking at tables and statistics is only possible for very limited tasks. Visualisation provides a means of addressing this problem.

The concept of network visualisation is to present (or visualize) the structure of a network and its associated data in an effective way so that vital information can be extracted, analysed, understood and applied in a timely manner. Thus the goal of network visualisation is to enable the user to gain insight into a structure that may consist of many data items.

There are many categories of networks, e.g. acyclic, lattice, rooted versus un-rooted, directed versus undirected. This categorisation enables researchers to develop algorithms to perform tasks on these structures such as finding the shortest or least cost paths connecting two items or traversing the entire network.

Large sets of data tend to have much of their information hidden. Finding a structure hierarchy among a set of data points is not easy. Much of the early work on visualization came from graph drawing. A graph with few points or vertices is easy to draw and to comprehend visually, but tools are needed to manage large data sets.

The most straightforward way to illustrate a network is a 2-dimensional or 3-dimensional diagram. Some visualisation techniques add animation, distortion and tightly coupled overview windows to reveal additional information about a network.

The effectiveness of the network visualisation usually depends on the size of the network, understanding of the information required from the network and the user’s expectation. In the case of small networks it is possible to focus on detailed elements of the graph structure while in the case of large networks only gross topology can be captured. Visualisation of networks with thousands of nodes requires abstraction.

The aesthetics of the presentation of the topology features of the graph help to facilitate comprehension and usability. For example, edge crossing, running edges ‘under’ nodes that are not connected to each other and stacking nodes on top of each other all hinder comprehension and use of the graph [7]. Colour, size and shape are always useful ways to increase comprehension and add additional information on relational attributes.

There are a number of on-going and active network visualisation efforts and programmes (academic and commercial), many of which focus on the internet and related components.

Graphical network maps have also been used for many years in commercial network management products designed for enterprise networks. Network managers use these graphical interfaces to monitor an enterprise’s computer network and access software functions to troubleshoot and fix network problems. However, network visualisations can also be used for grocery purchases, or the many interconnected components of software code.

**SOCIAL NETWORK ANALYSIS AND INFECTIOUS DISEASE**

There are healthcare-related tasks that could benefit from the use of network visualisation; such as social network.

Social networks are used to study a variety of different social aspects, for example, effects on the spread and possible containment of multiple, interacting disease causing organism. The network can be used to model how social contacts might change in response to an outbreak or to intervention strategies. Many diseases spread through human populations between infective individuals and susceptible individuals. The pattern of these disease causing contacts (physical or otherwise) forms a network. This contact network can be used as a mathematical model for the spread of an infectious disease and provides a possible means of quantifying important spreading information such as the conditions under which a large outbreak is possible, probability of such outbreak and the size of the outbreak if it occurs.

A useful model for social networks is to represent social distance as physical distance. This representation allows users to get a spatial understanding of social relations; nodes with many relations in common are placed
close together in a representation (visualization). An intuitive impression of network structure then emerges from the proximities in the visualization image. For example, one can easily see racial segregation in network visualization as the clustering of races into distinct spaces on the display [8-15]. A social distance-based representation of network structure is facilitated when edge lengths are equated to relational strengths. There are various force-directed layout techniques which are usually successful at this.

**NETWORK VISUALISATION TOOLS**

There are various commercial and free software tools available for the analysis of social networks. Some of the tools are targeted at visualization of networks only, while others contain analysis procedures only: there are also packages which integrate network analysis and visualization. The software available include: UCINET, Pajek, NetMiner, STRUCTURE, NetDraw, MultiNet, StOCNET, SNAFU, InFlow, NetVis, Visone, PGRAPH, etc.

**CONCLUSIONS AND RECOMMENDATIONS**

The visualisation work reported in this paper show that there are many ways information visualisation can help people access information more effectively. Visualisation systems enable users to examine large amounts of complex data and quickly find the required information, navigate and interact with data more easily, recognise patterns and trends and to obtain a better understanding the information.

A wide variety of network visualisation tools have been developed specifically or can be adapted for health related tasks. However, none of them provide the capabilities that encompass all the requirements for managing the dynamic and unpredictable scenario of detecting, monitoring and managing the possible outbreak of infectious disease. Much work is still required to develop an infectious disease network visualisation tool that can manage the dynamic and unpredictable nature of any potential infectious disease outbreak or CBRN threats.

**REFERENCES**

NOTE: This abstract is written with the perspective that this project is relatively complete. While this is the plan for October 2006, currently development of the simulator is in its early stages.

**Introduction**

As the risk of a global influenza pandemic increases there is growing response preparedness efforts within Canada. One question that governmental decision makers have in this context is what is the most effective distribution of anti-virals, such as oral oseltamivir, within the population of first responders, health care workers, administrators and the general public in addition to what extent should the anti-virals be used as prophylactics. To provide an answer to this question, we have developed a Canada-wide influenza pandemic simulator and visualization system that allows for the modeling of various patterns of anti-viral distribution and use.

**Background**

The seminal paper on modeling the effects anti-viral distribution and use in response to an influenza pandemic is that of [Ferguson et. al. 2005]. This paper focused on an indigenous outbreak of influenza from within Thailand and its eventual spread to neighboring countries within South East Asia.

We have presently presented a simple agent-based disease simulation model. This presentation represents the continued development of this on-going project.

**Adapting to Canada**

Unlike South East Asia, it is very unlikely that pandemic influenza will spontaneously develop internally. Rather, the entry into Canada of pandemic influenza is likely to occur at either Canada-US border crossings or at one of Canada’s international airports. Thus in our simulation we have spent considerable effort to model these unique points of entry.

Also, unlike South East Asia, Canada has a different socioeconomic distribution, broader domestic travel routines in addition to having a significantly more geographically distributed population with relatively few major urban centers. This presents another modeling challenge that was not faced by [Ferguson et. al. 2005].
Visualization
The end result of our simulation work is massive amounts of population, disease and response pattern data which represent the dynamics of the disease spread over time. We have developed a geographically-based visualization system that displays the incremental spread of the disease in tandem with the dynamic response in anti-viral usage and distribution.

We will compare our visualization model with that of [Ferguson et. al. 2005].
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Abstract
This paper uses centrality measures from complex networks to discuss how to destabilize terrorist networks. We propose new algorithms, implemented in newly developed investigative data mining tool, i.e. iMiner. These algorithms will provide assistance to law enforcement agencies, indicating when the capture of a specific terrorist will likely destabilize the terrorist network.

1 Introduction
In general, the network studied in this paper can be represented by an undirected and un-weighted graph \( G = (V, E) \), where \( V \) is the set of vertices (or nodes) and \( E \) is the set of edges (or links). Each edge connects exactly one pair of vertices, and a vertex pair can be connected by (a maximum of) one edge, i.e., multi-connection is not allowed. A terrorist network consists of \( V \) set of actors (nodes) and \( E \) relations (ties or edges) between these actors. The nodes may be individuals, groups (terrorist cells), organizations, or terrorist camps. The ties may fall within a level of analysis (e.g. individual to individual ties) or may cross levels of analysis (individual-to-group ties).

2 Destabilizing Terrorist Networks
In this paper we propose three new practical approaches for destabilizing terrorist networks.

2.1 Using Centrality measures and constructing hierarchy
We propose to use centrality measures from SNA literature i.e. degree centrality and Eigen vector centrality. The algorithm1 is used to convert undirected graph to a directed graph. While algorithm2 we constructed hierarchy from the directed graph using Dependence Centrality discussed at section 2.5. Hierarchy shows who is in the power of whom, i.e. who is central or peripheral in the network. We applied the algorithms on the network of alleged 9-11 hijackers and their affiliates [1] and results of the Algorithms are depicted in figure 1.

2.2 The efficiency of a network
The network efficiency \( E \) is a measure to quantify how efficiently the nodes of the network exchange information [2]. To define efficiency of \( G \) first we calculate the shortest path lengths \( \{d_{ij}\} \) between two generic points \( i \) and \( j \). Let us now suppose that every vertex sends information along the network, through its edges. The efficiency \( \varepsilon_{ij} \) in the communication between vertex \( i \) and \( j \) is inversely proportional to the shortest distance: \( \varepsilon_{ij} = 1/d_{ij} \forall i,j \) when there is no path in the graph between \( i \), and \( j \), we get \( d_{ij} = +\infty \) and consistently \( \varepsilon_{ij} = 0 \). N is known as the size of the network or the numbers of nodes in the graph. Consequently the average efficiency of the graph of \( G \) can be defined as (Latora V., 2004):

\[
E(G) = \frac{\sum_{i \neq j} \varepsilon_{ij}}{N(N-1)} = \frac{1}{N(N-1)} \sum_{i \neq j} \frac{1}{d_{ij}}
\]

The above formula gives a value of \( E \) that can vary in the range \([0, \infty]\), while it be more practical to normalize \( E \) in the interval of \([0, 1]\).
2.3 The Critical Components of a network
Latora V. et al recently proposed a method to determine network critical components based on the efficiency of the network briefly discussed in the previous subsection. This method focuses on the determination of the critical nodes. The general theory and all the details can be found in Ref. [2].

The main idea is to use as a measure of the centrality of a node \( i \) the drop in the network efficiency caused by deactivation of the node. The importance \( I(\text{node} _ i) \) of the \( i \)th node of the graph \( G \) is therefore:

\[
I(\text{node}_i) \equiv \Delta E = E(G) - E(G - \text{node}_i), \quad i = 1, \ldots, N, (2)
\]

Where \( G - \text{node}_i \) indicates the network obtained by deactivating node \( i \) in the graph \( G \). The most important nodes, i.e. the critical nodes are the ones causing the highest \( \Delta E \).

2.4 Position Role Index (PRI)
The position role index (PRI) is the other proposed measure which highlights a clear distinction between followers and gatekeepers. It depends on the basic definition of efficiency as discussed in equation (1).

It is crystal clear fact that efficiency of a network in presence of followers is low as compared to their absence in the network. This is because they are usually less connected nodes and their presence increases the number of low connected nodes in a network, thus decreasing its efficiency. To find \( E(G - \text{node}_i) \), whatever the nodes be deactivated, we take the number of active nodes as the size of the graph. So we use \( M \) (number of active nodes) in the denominator of formula (1) instead of \( N \) (total number of nodes). If we plot the values on the graph, the nodes which are plotted below x-axis are followers, whereas the nodes higher than remaining nodes with higher values on positive y axis are the gatekeepers. While the nodes which are on the x-axis usually central nodes, which can easily bear the loss of any node. The leaders tend to hide on x-axis there.

2.5 Dependence Centrality (DC)
The dependence centrality of a node \( D_{mn} \) shows how much node \( m \) is dependent on node \( n \). In simple words, we can say that how much node \( m \) is useful to node \( n \) in order to communicate with other nodes of graph. Mathematically it can be written as:

\[
DC_{mn} = \sum_{m \neq p, p \in G} \frac{d_{mn}}{N_p} + \Omega \quad (3)
\]

Where \( m \) is the root node which depends on \( n \) and \( N_p \) is the number of geodesic paths coming from \( m \) to \( p \) through \( n \), and \( d_{mn} \) is geodesic distance from \( m \) to \( n \). The \( \Omega \) is taken 1 if graph is connected and 0 in case it is disconnected. In this paper we take \( \Omega \) as 1, be-cause we consider that graph is connected (at this initial stage of our work we do not consider disconnected graphs)

3. Constructing Hierarchy from Non-hierarchical Terrorist Networks
Using new introduced measure and newly introduced algorithms (will discuss in detail in the paper) we constructed the hierarchy shown in figure 6, of the hijackers involved in 9/11 terrorist attack and their affiliates (from the publicly available dataset as shown in figure 1.) The hierarchy clearly suggests that Muhammad Atta (33) was the key leader of the plot. While Marvan Al shehhi (40) was assisting him as he is below in the hierarchy. They both were suggested as potential leaders in 9/11 attack and led their respective groups. They were also both members of Hamburg Cell. Fayez Ahmed (31) and Mohand Al Shehri (42), who were in the same hijacked plane with Marvan Al Shehhi are below Marvan Al Shehhi in same level of hierarchy. Abdul Aziz alomari (39), Wail Al Shehri (38) and Wail Al shehri (32) are in 3rd level in the hierarchy.
The intelligence agencies can easily detect who are potential leaders/gatekeepers and even peripheries by using these new algorithms. The dependence centralities of the hijackers and their affiliates as shown in figure 1 can be seen at [3].

**Conclusion**

In this paper we presented practical algorithms for destabilizing terrorist networks. The algorithms can easily find leaders/gatekeepers, dependency of the nodes on each other, important nodes in a network, in order to assist law enforcement in destabilizing the network.
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Abstract – Information Fusion is a key factor for ensuring information superiority in various military and civil surveillance systems. These may be found in combat management, ground based air defence or in coastal surveillance systems addressing the more civil area. A new aspect in all this applications is the issue of new types of threats, e.g. anti asymmetric warfare and low intensity conflicts. Considering these new types of asymmetric threats in the information fusion process leads to new requirements and very new concepts for design, implementation and integration of the information fusion process. This paper presents some of the aspects and concepts related to the information fusion and its visualisation within coastal surveillance, combat management and air defence systems realizing anti asymmetric warfare aspects.
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1 Extended Abstract

In modern applications of information fusion systems new requirements related to the so called asymmetric warfare or low intensity conflicts have to be addressed. Examples of such applications may be found in the civil and military area: coastal surveillance and defence systems, the surveillance in the urban environment, the newest generation of combat management systems of navy ships, or future air defence systems. They operational frame may be e.g. counter-terrorism, peace keeping and peace support operations.

The classical situation of symmetric conflicts was determined by uniformed forces. The utilisation of weapons was assumed to comply with international treaties and conventions and with national laws. All targets should comply with the principles of the laws of armed conflict: military necessity, discrimination, proportionality, and minimization of unnecessary suffering. The tactics uses numbers, mobility, weapons/ systems effects, etc. to bring the right capabilities to bear to achieve desired outcomes.

Different from this classical scenario is the asymmetric one. Here, the objectivity of an adversary is to create instability using irregular forces. These may include prohibited weapons, improvised devices, the use of civilian facilities and equipment as weapons, or the use of legitimate weapons in an unlawful way. Also, civilian and protected targets (both inside the conflict area and elsewhere) may be attacked by the adversary if such actions serve his objectives. So one may think about the utilisation of low cost platforms against expensive own platforms. These may be sports/micro light plane, hang glider, airliner, diver, mine, UAV/UUV, dinghies, car/floating bomb, bazooka, grenade, artillery fire sniper instead of the potential threats carry out by high tech platforms in the symmetric warfare. The tactics may take advantage of the choose of times, places, and targets. It is lead by the willingness to use irregular forces and unconventional weapons to advantage.

However even in this situations of asymmetric threats one is restricted to legal responses, which takes care of

• The principle of military necessity: It justifies those measures not forbidden by international law, which are indispensable for securing the complete submission of the enemy as soon as possible.
• The prohibition of superfluous injury or unnecessary suffering.
• The principle of distinction: The parties to a conflict must at all times distinguish between combatants and non-combatants, and between military and non-military targets. Neither the civil population as a whole nor civilians in particular may be subjected to attacks.
• The principle of proportionality: It is forbidden to attack a military target if such an action would cause excessive damage to civilians and civilian objects.
The answer to this threat scenarios is different. It consists both on operational concepts and technical solutions. The search for operational concepts lead already to different national and multi-national tactics, e.g. [1], [2], [7]. Technical solutions addresses the issues of information superiority and intervention capability by realising situation awareness and decision support even in stress situations of the operator. Further one has to take into account the uncertainty and reliability of the information in the anti asymmetric warfare area. These are covered by:

- An adapted and integrated information fusion
- Adapted Visualisation and HMI Concepts
- Specialized sensor suite
- Specialized effectors suite

To describe these points the JDL model is very useful (fig. 1). Level 0 fusions or sub “object assessment” is related to the sensor hardware environment. It deals with extraction and closely hardware related signal processing. Therefore it is performed within the sensor itself. Level 1 considers the object assessment The overall aim of this process level is to find a unique representation of all objects in the environment considered. Therefore, the real objects within the surveillance area are described by so called tracks, which are built by data association and state estimation techniques. The 2nd and 3rd level deals with situation and impact assessment. Within these parts the relationships between several objects are studied. This may be of different types, e.g. spatial-temporal, organizational, causal, and similarity. The process refinement in level 4 tries to optimise the ongoing fusion process itself. This may be executed e.g. by adaptive data acquisition and processing. Through a 5th level called “cognitive refinement” and a human machine interface the result of data fusion is presented to the operator.

The paper presents possible realisations of these fusion levels most applicable to the anti asymmetric warfare framework presented above: The applicable sources of information are analysed and evaluated. The specifics of the fusion levels and the benefit of their interaction in integrated multi sensor systems are discussed. Finally possible concepts of visualisations suitable for anti asymmetric warfare are demonstrated.
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Abstract - With regard to the threats of recent natural and man-made disasters, it is important for a control center to be aware of the situation and be able to assess the threat. However, simulating a large amount of post-disaster fused data is a complicated task, and its visualization is even more difficult to achieve with the paradigm of common geo-referencing systems. We have developed a post-disaster monitoring interface that runs in a fusion-based simulation with High Level Architecture/Run Time Infrastructure (HLA/RTI). In our visualization system, damage and recovering activities are presented in a fast GIS vector map with convenient data and display manipulation. All data that comes from the data fusion federates is displayed at run-time and stored for further analysis. In addition, the pattern of time-aggregated data has enabled dynamic visualization, which includes the morphing of the casualty clusters. This feature provides an effective way to keep track of a region so that a user can easily be aware of the emerging trends. A unique approach to multiple views by the integration of 2D and 3D displays of the fused data is also described.
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1. Introduction

The time immediately following a natural or man-made disaster can be a chaotic experience to any individual or community. This is evident with regards to the natural and man-made disasters, which have occurred, in recent years. A prior study has shown that in an earthquake situation, the information collected and dispersed in the first 72 hours is the most crucial, since most people still severely injured after this time are not likely to survive [1]. When a disaster spreads over an area, and causes thousands of casualties in a short time, it is nearly impossible to manage the disaster by human observation alone because of the massive amount of incoming information. In fact, for large-scale disaster management, the first and most imperative step is the awareness of the situation in order to optimize the allocation of available resources. Therefore, the situation awareness is an essential role of a disaster monitoring or visualization system. With the paradigm of conventional geo-referenced display, this is difficult to achieve because its implementation is limited to the positioning of the corresponding graphic images. This usually results in thousands of scattered and cluttered icons on the display. The present research provides a monitoring environment through efficient data management and a user-friendly graphics interface that deals with the massive influx of data from the data fusion process. Furthermore, our technology adds time-aggregated data management that contributes to the visualization of more abstract and comprehensible graphics. This approach encourages tactical thinking and strategic control for a severely attacked area [2].

1.1 Previous Works

Recently, researchers have been involved in data fusion for dealing with complex natural phenomena or algorithmic problems. A few visualization projects exist involving information fusion, such as a weather visualization application for emergency planning [3], NASA’s wind tunnel simulation [4], and seismic activity visualization by the University of California at Irvine [5]. A research team from the University at Buffalo has also been working to create a battlefield visualization scenario using fused data [6].

* Author for communication
Without fused data, there have been studies on emergency response, such as decision making aids by interaction through voice/gesture recognition completed by Pennsylvania State University [7], a framework for incorporating the many emergency response models for a simulation by Jain and McLean [8], and satellite/airborne image or video processing for the Kocaeli earthquake in Turkey by Ozisik and Kerle [1]. The works mentioned above implemented data processing and mapping in a two or three dimensional space, but do not provide abstract information from which a user could comprehend a situation. The work of Kim and Kesavadas considered effective icon/symbol generation regarding the viewer’s visual recognition, which has been a cognitive issue in the military community since the advent of the digital display in the 1960’s [9]. They have suggested Automated Dynamic Symbology by parameterization of graphic components connected to fused data. Their methodology was considered as an appropriate feature for visualization of strategic information and remote-networked implementation, and served as a basis in the current research.

1.2 Issues and Our Approach

The present work is an achievement of a large scale fusion-based post-disaster simulation project. For simulation test, it specifically takes the post-earthquake situation data which occurred in Northridge, California on January 19, 1994. This was considered to be one of the worst earthquakes in the Los Angeles area in recent memory [10]. Our simulation model relies on the output from HAZUS [11] developed by the Federal Emergency Management Agency (FEMA). The fused data is currently being produced by a multidisciplinary group at our institution [12, 13]. The fusion output includes data of low-level fusion (identification) which covers roadway damage, casualties, hospitals, and ambulance routing and police information. As mentioned earlier, this approach usually causes information overflow to a viewer, such as different types of icons cluttering and overlapping on top of each other. Therefore, our system includes high-level fusion data (situation awareness and threat assessment), such as casualty clusters and its trends and prediction.

A challenge for the visualization of a post-disaster simulation is to deal with the substantial and complex data interface so a user can manipulate and retrieve desired information. Unlike the previous works, our application provides a visual display of emergency response data at run-time and through a networked simulation environment. The advantage is that it displays information as it is received and without delay. Commercially available Geographic Information System (GIS) software has been used for the data construction of urban terrain and traffic network. However, they are only capable of low-level fusion output, which is the functionality of location and identification. They do not have the functionalities for high-level fusion that demands many complicated tasks, such as large data-set manipulation, dealing with time aggregated data, and the capability of putting depth and height cues to the display.

To deal with such enormous and complicated data, we have developed the common class interface for sharing and synchronization of 2D and 3D graphics. It allows a user to see what resources are available, and where casualties are located in 2D, as well as 3D, which give a better understanding of the spatial relation amongst the resource objects. Each visual mode adopts different application programming interfaces (API) and rendering environment, Windows MFC and OpenGL for example. Our work achieved implementation of both in one application combined in sync, which is described in the following sections.

2. Run-time Federation Interface

In this project, information communication is implemented with the HLA/RTI composed of several federates. A federate simply being one piece of the RTI which carries out a specific task, such as information regarding walk-in casualty or medical facility. The RTI allows for common variables to be changed by one federate and then updated in another based on the concept of “publishing” and “subscribing” to variables [14]. The following section explains the interface of the post-disaster simulation and describes how the data is passed to the visualization system.
2.1 The Federation Interface of HLA/RTI

The importance of HLA/RTI in the current simulation is that all simulation data is being generated at run-time. It should also be noted that for each federate it is crucial to know the current state of the situation at all the times. This is achieved through the report flow, or exchange interface, between federates (Fig. 1).

The Report Generator federate (RG) generates all reports for the simulation based on the output from the HAZUS earthquake model [10]. Data Fusion (DF, also called Level-1 fusion), then decides which reports are not repeated and fuses them into one report. This information provides the core to the simulation which the rest of federates use to carry out their own tasks. Level-2 fusion (L2) determines the time-stamped formation of casualty clusters from the casualties reported by RG. The figure shows the interaction between other federates, such as Walk-in Casualty (WC), Medical Facility (MF), Dispatcher and Router (DR), and Visualization (VZ).

2.2 Data Interface of the Visualization Federate

Unlike the data relay in other federates, the visualization federate currently only takes information from the rest of the federation via Report Generator/Estimate Director. To create a highly abstract and robust runtime performance, we adopted the C# (C sharp) programming language on the Microsoft .NET platform [15]. Because the HLA/RTI is designed to support only C++ objects, it was critical to come up with a technique in order to integrate the two different programming codes. A solution was found for bridging the two executions not on the programming level, but the OS level. A system was devised for a directory to be setup where the C++ process stores all the report messages in ASCII format which can then be read by the C# process. Running in a call back loop, the directory watcher notifies the parser immediately after it gets the reports from the estimate director federate. The stored ASCII text is then parsed and stored in a shared memory for synchronization of the 2D and 3D graphics (Fig. 2).
3. Modeling of Visualization framework

The following section addresses how we achieved efficient data manipulation of a large data set and integration of two different kinds of graphics (2D and 3D) to provide sufficient options to a viewer.

3.1 Data Layers: The Visualization Pipeline

Layering is a useful way to organize massive GIS data. The United States Geological Survey (USGS) [16] offers an accurate depiction of the Northridge area which was used for our vector map. In addition to map viewing capabilities, a monitoring capability has also been developed. All the GIS data is layered at the bottom of the pipeline and rendered first. Built on top of this information is the federate data from the HLA/RTI. Placed on top of the federate information is the graphical user interface (GUI) developed for the simulation (Fig. 3).

Data layering and implementation not only provided an easy-to-debug environment to programmers, but also produced better rendering performance.

![Figure 3. Data layers of the software architecture](image)

3.1.1 Map Layer: Generation of Fast Vector Map

Two C# namespaces were created to handle the generation of the GIS map database for the display (Fig. 4). First, the Geometry namespace deals with the definition of all geometrical entities in a hierarchical structure. Another namespace, GIS, stores structured information of GIS objects for display. It uses a primitive class definition from the Geometry namespace with real GIS data. While all other GIS data was used from *.dxf files, a detailed road network is generated from a Tele-Atlas database file [17] which is helpful in determining ambulance routes and retrieving street information. Each of the links is represented by a 256 character line containing information like Link ID, Length, Street Name etc., which is further divided in a database of start and end points. Each end point is known as a node, which is stored with a unique ID and Universal Transverse Mercator (UTM) geographic coordinate in the database.

A road link class then stores all the information in runtime memory. Finally this map is stored in the Common Container class structure for further process.

![Figure 4. Pipelines to Map Data Generation.](image)

3.1.2 Raw Data Layer: Data Extraction from Incoming Reports
The Disaster-RTI defines all types of federate class definitions including casualties, police, ambulance, medical facility, roadway damage, ambulance route etc., in terms of their properties and functions (Fig. 5). Dynamic arrays have been built on top of this information to store their objects and reports in a hierarchical order. A separate class called Visualization is then defined for automatic generation of different color data which is used for each zip-code region in the Northridge area. This class is also used for identifying proper symbols for each federates’ database which is stored in a symbol database.

Figure 5. Pipelines to Report Data Generation
The directory watcher class and its functions are defined in the WinGUI namespace which keeps a track of new reports in the directory folder. For every report from the RTI, raw data is generated for display by combining these files and having the data stored in the Common Container class for further processing.

3.1.2 GUI Layer: User Interface for Data Manipulation
What is controlled by the GUI is directly related to what is being captured in the federate layer underneath. The GUI includes a menu and tool bar control system with the capabilities of mouse and keyboard interactions. Since the simulation has been designed to run over a period of time, it is important to store accumulated federate data for further usage. The track bar shown in the GUI pane gives the user the ability to go back in time (Fig. 6). This way a person can see what progress is being made in specific areas over a period of time. It also has an option for time scope expansion, which allows for a longer duration of time to be rendered at once [18].

Figure 6. Linear clock and track bar for the manipulation of time-aggregated data.
3.2 Integrated Simulation Architecture

![Diagram of simulation architecture]

**Figure 7.** Integrated simulation architecture for multiple and different display of 2D and 3D. We took advantage of multiple windows of two different graphics modes: two dimensional Windows MFC-based graphics, and three dimensional OpenGL-based graphics. For the synchronization in these multiple windows, display variables in either the 2D or 3D window need to be updated in the other window. Since it is impossible to swap references on two files due to restriction on circular dependency in C#, we developed a common class to access the shared memory and update the value (Fig. 7). All the corresponding objects for the federate report database (raw data) and map data are stored in the **Common Container** which can be passed to the 2D and 3D windows for display as needed. Using the Graphical Device Interface Plus (GDI+) library for creating graphics in C#, all 2D graphics could be created in an effective manner [19]. The 3D display objects and navigation controls were then defined in the 3D display class using the CsGL graphics library, which is simply an OpenGL wrapper for the C# programming language.

4. Run-Time Fusion Data Visualization

The following sections report on the user interface and visual displays for low level fusion functionality (position and identification) and high level fusion functionality (situation awareness).

4.1 Multiple Display: 2D Fast Vector Map & 3D Visualization

The present research includes graphics controls and data manipulation found in common geo-referencing system. The zip code areas, road data and even the colors used, can be altered as needed by the user. This allows for the simulation to be viewed in a way that is least visually distracting so more attention can be focused on the resources (Fig. 8).

![Map images]

**Figure 8.** Manipulation of map environment: color (left), grayscale (middle), and single color.
The image of Fig. 9 (left) shows raw data from the report generator, such as casualties, police and ambulances. The image in the middle shows the corresponding view in 3D space. Even though 3D simulation has some disadvantages, such as unfamiliar interface and viewpoint control, the height and depth cues are an invaluable source of knowledge to a user [20]. This is especially true in a natural or man-made post-disaster simulation for an urban area. Height and depth cues are crucial for buildings or other volumetric spaces. As mentioned, this 3D view works in sync with the 2D graphics, so that viewers can easily switch their attention at their own preference. In the future the 3D view could be integrated with 3D building, structures and landmarks and to provide more comprehensive urban casualty visualization.

Figure 9. 2D view of Northridge Area (left), corresponding 3D view (middle), and actual implementation of multiple display visualization system.

4.2 Display Control

The requirement of fast identification is essential for visualization of low level fusion. In order to be able to view only federate data which is desirable, a menu bar system was developed to switch certain data layers ‘on’ and ‘off’. As mentioned, this avoids the problem of cluttering that occurs if too many reports are coming into the visualization federate at one time. A context menu has been included which can be accessed by right clicking in the display window and performs the same function as the menu bar (Fig. 10, left). In the 3D view, an independent viewing position was created to allow for an outside viewer to navigate throughout the 3D environment to give a better sense of realism. We took advantage of the ability to change the scale and size of the icons in 3D, so based on the size of the data, a user can get a better understanding of the disaster scenario.

Figure 10. Fast data manipulation and identification: resource context menu (left), and pop-up window for object identification and the visualization of its trend (right).

4.3 Quick Identification

The information specific to each casualty is stored over time and is available to the user by simply hovering over a casualty icon on the screen. A pop-up window then appears which shows the pertinent information (Figure 10, right). Since it would be impossible to track each casualty if thousands were present the information regarding casualty clusters will be more useful for time aggregation analysis (section 4.4). Therefore, specific areas can be monitored during the simulation.

All ambulance route reports in the simulation come with road links Id’s, which define the routes for the ambulances. It is possible to store all road link Id’s in a report database and use that Id with a search algorithm to retrieve all related information by accessing a link database. However, this will increase runtime computation, which further lowers the performance. An easy and compatible solution to the problem is to store the object index in a container of road links objects. In this way, a search algorithm only needs to be run once when a report is received. The data can then be retrieved very quickly by just accessing the container by object index. We have used the binary search
algorithm to find index of road link object in a large container. This algorithm needs $O(\log N)$ iterations in worst case to find an object in a container, which is acceptable for database of about 30,000 objects. To make efficient use of runtime computer memory it is desired that all the information regarding road link data be stored only once so that it can be retrieved as needed by accessing its unique Id (Fig. 11). Each file from the RTI contains multiple routes at a time which show a separate route for each ambulance. A hierarchical dynamic array structure has been created to store a report time and multiple route information at that time for each report. Each route can then be accessed by road link index in that array database.

As shown in Fig. 12, ambulance paths can then be highlighted on the screen by merely hovering over them with the mouse. This allows a user to get a clearer understanding of the path and the specific road it may be located on. In order to optimize performance for graphical output, only the current path with the mouse tip is refreshed during mouse hovering. Therefore, the entire display does not have to be refreshed which can distract the user. To catch this mouse event, a small rectangular region is defined around each road link by considering its spatial orientation in the 2D window. As soon as any region catches the mouse tip the searching algorithm will exit with the current route index from the main report index. Based on the current ambulance route index a graphical region is created by joining small oriented rectangular regions of road links which will make the ambulance route. Finally, the system invalidation function is called to refresh only that region in the graphical output window. A backup route index is also stored in run-time memory which is helpful in refreshing the same route region again when the mouse tip moves out of that region.

**Figure 11.** Database design for information storage.

As shown in Fig. 12, ambulance paths can then be highlighted on the screen by merely hovering over them with the mouse. This allows a user to get a clearer understanding of the path and the specific road it may be located on. In order to optimize performance for graphical output, only the current path with the mouse tip is refreshed during mouse hovering. Therefore, the entire display does not have to be refreshed which can distract the user. To catch this mouse event, a small rectangular region is defined around each road link by considering its spatial orientation in the 2D window. As soon as any region catches the mouse tip the searching algorithm will exit with the current route index from the main report index. Based on the current ambulance route index a graphical region is created by joining small oriented rectangular regions of road links which will make the ambulance route. Finally, the system invalidation function is called to refresh only that region in the graphical output window. A backup route index is also stored in run-time memory which is helpful in refreshing the same route region again when the mouse tip moves out of that region.
4.4 Clusters: Regional Information

A cluster can be defined as the extraction of large amounts of data and displaying it as a group in a vast database system. In a post-disaster simulation the need for dealing with large sets of data and comprehending abstract information is a key to understanding situation awareness. Work on clustering with fused data can be found in applications for a battlefield [21] and the visualization of large datasets [20]. In our simulation, the casualty cluster information is produced by the Level – 2 fusion federate [22].

4.4.1 Formulation of Cluster and Boundary Formation

As an approach to cluster visualization, the entire Northridge area was divided into cells with horizontal and vertical grid data. Fig. 13 (1) shows a cluster with a group of cells which defines the cluster. The outlier information is helpful in the identification of the area the cluster covers, as well as, interpolating intermediate shape information while morphing. Cell information is also effective in the quick identification of areas with the highest emergency within a cluster. In the figure, the opacity of a cell represents the number of casualties present and allows for quick identification of the most troubled spots. It is also possible to see clusters when only considering one level of severity by using the context menu. In addition to the cluster, a boundary can help a viewer recognize the shape of the cluster. With only boundary information, the trend of the regional shape can easily be comprehended (Fig. 13, right).

4.4.2 Dynamic Visualization by Morphing

Figure 12. Ambulance route display in an urban area of Northridge region.

Figure 13. Situation awareness by cluster morphing. The casualty clusters between two discreet time steps (1 & 3) are generated by interpolation (2). The expanding trend of such cluster boundary is shown for better understanding of the situation over time (right).
It is difficult to capture the trend of a situation from one specific time to another. In most cases, the user has to depend on his/her memory to relate the states. In order to provide a way of seeing how the clusters change with respect to time, we incorporated morphing into the simulation. All the visualization elements, such as position, color and shape were stored at each discrete time step. Corresponding discrete states were then interpolated to create the morphing. However, the associated cluster ID may change from one point to the next which makes it difficult to morph the clusters directly. Therefore, morphing was carried out on a cellular level. This way individual cells, which comprise the clusters, may appear and disappear from subsequent states to help inform the user. Using the morphing interface, a user can keep track of a cluster and cells, comprehend the trend, and have effective awareness of the situation (Fig. 13).

5. Conclusion and Future Work

The main attribute of the present work is to achieve a user-friendly and intuitive visualization methodology for massive post-disaster data fusion in a run-time HLA/RTI network. We developed an integrated GUI framework that provides the capability of fast identification of target objects and manipulation of data layers (low level fusion visualization). It also achieves dynamic visualization of time aggregated data for situation awareness (high level fusion visualization). This has been done through the use of 2D and 3D graphics displays in sync to provide relevant perspectives to the user.

We envision that the framework will be the basis for an actual emergency response center which relies on visualization to help allocate resources in the event of a disaster. For this, a series of performance test will be implemented in the future to verify the usability of the interface. Future plans also include visualization of hazardous material, such as chemical spill and toxic plum, and inclusion of tactical or strategic information for the assessment of future threat caused by a natural or man-made disaster.
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